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1. IVADAS

1.1. Darbo tikslas ir uzdaviniai

Sio darbo tikslas — SDSS (Sloan‘o skaitmeninio dangaus tyrimo DR17) duomeny im&iai su
pilnu ir atrinkty pozymiy rinkiniu, bei tos paties duomeny imties sumazintos dimensijos duomeny
rinkiniui pritaikyti ,,kNN* ir ,,RandomForest* klasifikavimo algoritmus, palyginti jy rezultatus,
apibrézti susidariusiy klasteriy specifika.
Darbo uzdaviniai:
Trumpai aprasSyti tiriamg duomeny aibe, jos pozymius, pagrindines savybes.
Pasirinkti ir pagristi pagal kokius pozymius bus atlickamas klasterizavimas.
Sumazinti duomeny dimensijas iki 2 naudojant ,,PCA* metoda.
Klasifikuoti duomenis naudojant ,,kNN*“ ir ,,RandomForest* klasifikavimo algoritmus.
Patikrinti kiekvieno algoritmo tikslumg ir geb¢jimg atskirti klases naudojant ,,K-Fold*,
,,ROC* metodus ir ,,AUC* metrikg.
6. Palyginti klasifikavimo algoritmus, apibendrinti rezultatus, pateikti jy interpretacija.
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1.2. Darbo jrankiai
Duomeny apdorojimas, transformacija, analizé, dimensijy mazinimo metodai ir
klasterizavimo metodai buvo pritaikyti naudojant ,,Python 3.12.0” programavimo kalbg ir jos
bibliotekas (daugiau zitiréti skyriy Kodas).



2. DUOMENUY ANALIZE

21.
Pateiktoje zvaigzdziy klasifikacijos duomeny aibéje (,,Stellar Classification Dataset) yra 100000
eiluciy, 18 pozymiy stulpeliy. Jutikliy matavimai yra ,,float” tipo (t.y. priklauso realiyjy skaiciy
aibei) , ,.class® pozymis yra ,,0object™ tipo (t.y. simboliai), lik¢ pozymiai yra ,,int* tipo (t.y.
priklauso sveikyjy skaiciy aibei).

Tiriamos duomeny aibés ir jos pozymiy aprasymas

Data columns (total 18 columns):
Non-Null Count

#

W00 o= W W @

17

Column

MoREe 5Om =

run_ID
rerun_ID

cam_col
field ID

spec_obj

class
redshift
plate
MID
fiber ID

166800
186600
1866800
1666800
1866800
1866800
18686800
1866800
166600
1866800
166800
1866800
166800
186600
1866800
1666800
1866800
1866800

ID

non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null

floate4d
floate4d
floate4d
floats4d
floate4d
floate4d
floate4d
floate4d
ints4
int64
ints4
int64
floate4d
object
floate4d
inth4d
int64
ints4

dtypes: floatb4(18), inted(7), object(1)

2.1 pav. pradiné duomeny aibé

Duomeny aibés pozymiy apraSymai:

obj_ID = objekto identifikatorius, unikali dangaus kiino verté, identifikuojanti objekta

CAS naudojamame vaizdy kataloge.

alpha = deSiniojo pakilimo kampas (pagal J2000 epochg)

delta = deklinacijos kampas (pagal J2000 epochg)

u = ultravioletinis astrofotometrinés sistemos filtras

g = Zaliasis astrofotometrinés sistemos filtras
r = raudonasis astrofotometrinés sistemos filtras

1 = artimyjy infraraudonyjy spinduliy filtras astrofotometriné sistemoje
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z = infraraudonyjy spinduliy filtras astrofotometriné sistemoje

run_ID = serijos numeris, naudojamas konkreciam nuskaitymui identifikuoti
rereun_ID = pakartotinio paleidimo numeris, nurodantis, kaip vaizdas buvo apdorotas
cam_col = kameros stulpelis, skirtas skenavimo linijai nustatyti

field ID = lauko numeris kiekvienam laukui identifikuoti

spec_obj ID = unikalus optiniy spektroskopiniy objekty ID (tai reiskia, kad 2 skirtingi
stebéjimai su tuo paciu spec_obj ID turi turéti bendrg iSvesties klase)

class = objekto klas¢ (galaktika, Zvaigzdé¢ arba kvazaras)

redshift (raudonasis poslinkis) = raudonojo poslinkio verté, pagrista bangos ilgio
padidéjimu

plate = plokstés ID, identifikuojantis kiekvieng SDSS plokste

MIJD = modifikuota Julijaus data, naudojama nurodyti, kada buvo paimta tam tikra
SDSS duomeny dalis

fiber ID = pluosto ID, identifikuojantis pluosta, kuris nukreipé Sviesg | Zidinio
plokStuma kiekvieno stebéjimo metu

2.2. Pozymiy ir objekty apdorojimas

Pasalinti $ie poZymiai, nedarantys jtakos kosminio kiino klasifikavimui:

,,obj ID*“ pozymis, nes tai identifikacinis numeris nedarantis jtakos duomenims;

»alpha® ir ,,delta® pozymiai nusako kosminio objekto pozicija, o jos néra susijusios su
skirtingy objekty (galaktiky, zvaigzdziy, kvazary) fizinémis savybémis;

»spec_obj ID*“ pozymis, nes 2 skirtingi stebéjimai su tuo paciu spec_obj ID turi turéti
bendra iSvesties klase, o visos $io poZymio reikSmés yra skirtingos;

,rerun_ 1D pozymis, nes yra tik viena unikali reikSme;

,,MID* poZymis, nes ji simbolizuoja data, kada uZfiksuotas stebéjimas

Duomeny aib¢ netur¢jo praleisty reikSmiy. Tolimesniems uzdaviniams pasirinkome ,,redshift®,

‘ 1] T T 7] > :
U 5 5g 5 50 5,51 11,2 POZYymIus.

Duomeny aib¢ turéjo vieng eilute, kurioje ,,u, ,,g* ir ,,z* reikSmeés buvo -9999, tad §ig triukSmo

eilut¢ panaikinome.

,Class* pozymis yra kategorinis pozymis, kuris turi tris unikalias reikSmes duomeny aibg¢je:
GALAXY - galaktika, QSO — kvazaras(ypaC Sviesus objektas galaktikos centre), STAR —
zvaigzde. Kiekviena $iy reikSmiy buvo pakeista atitinkamai j skaicius 0, 1, 2.



2.3. Objekty atrinkimas

Tolimesniam duomeny analizavimui, apdorojimui ir vizualizavimui buvo atsitiktinai atrinkti 3750
objekty, 0 ir 1 klaséms po 1875 objekty(2.2 pav.):

<class 'pandas.core.frame.DataFrame'>
RangeIndex: 3750 entries, @ to 3749
Data columns (total 12 columns):

#  Column Non-Null Count Dtype

[/} u 3750 non-null float64
1 g 3750 non-null floate4
2 r 3750 non-null float64d
3 i 3750 non-null floatb4d
4 z 3750 non-null float64d
5 run_ID 3750 non-null int64
6 cam_col 3750 non-null int64
7 field_ID 3750 non-null int64
8 class 3750 non-null int64
9 redshift 3750 non-null float64
10 plate 3750 non-null int64

11 fiber_ID 3750 non-null int64
dtypes: float64(6), int64(6)
memory usage: 351.7 KB

2.2 pav. duomeny aibé¢ su pasirinktais objektais

Pasirinkome tik 2 klases, kad ka as zina utu paaiskink blet.

Véliau Sie duomenys bus paskirstyti | mokymo(80%) ir validavimo(20%). Tada nuo atrinkty
mokymo(80%) duomeny kiekvienam klasifikavimo algoritmui duomenis toliau skirstéme j
mokymo(80%,) ir validavimo(20%). Paskutiniame skyriuje palyginsime KNN ir RandomForest
klasifikavima, duosime jiems suklasifikuoti pradinius validavimo objektus, ir playginsiome
rezultatus.

2.4. Duomeny aibés normavimas
Duomeny normavimui buvo parinkti §ie pozymiai: ,redshift, ,u*, ,,g% ,r<, ,i“ ir ,,z*“ Kiti
poZymiai buvo nenormuoti, nes jie yra arba identifikaciniai (,,run_ID*, ,field ID*, ,,cam_col*,
»plate®, ir ,fiber ID*) arba kategoriniai (,,class®). Duomenys buvo normuoti naudojant ,,min-
max‘ metodg (2.3 pav.)

u g r i z run_ID cam_col field_ID class redshift

count 3750.000000 3750.000000 3750.000000 3750.000000 3750.000000 3750.000000 3750.000000 3750.000000 3750.000000 3750.000000
mean 0.5563554 0.667326 0.600287 0.675135 0.626007 4538.986667 3.458667 187930667 0.500000 0.150682
std 0.163779 0.130514 0.137701 0135934 0.1564527 2006.732319 1.681020 145.382743 0.500067 0.130637

min 0.000000 0.000000 0.000000 0.000000 0.000000  109.000000 1.000000 11.000000 0.000000 0.000000

25% 0.445102 0.499826 0.535350 0.508209 0.546452 3185.000000 2.000000 84.000000 0.000000 0.060935
50% 0.545191 0.592381 0.630793 0595148 0.644221 4187.000000 3.000000 148.000000 0.500000 0104413
75% 0.653307 06517156 0.699891 0675557 0.741953 5640.000000 5000000  251.000000 1.000000 0.222368
max 1.000000 1.000000 1.000000 1.000000 1.000000 8162.000000 6.000000  837.000000 1.000000 1.000000

2.3 pav. min-max metodu normuotos duomeny aibés statistika

2.5. PCA algoritmu sumazintos dimensijos duomenys

Zemiau esandiame grafike (2.4 pav.) pateikiamas pagrindiniy komponenty analizés
(,PCA®) grafikas, pritaikytas atrinktiems poZymiams. Analizés metu buvo naudojami ,,u®, ,,g*,

(13 13

S 1, L,z ir redshift™ pozymiai, kurie prie§ tai buvo normuoti, siekiant uztikrinti teisinga
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,PCA“ metodo veikima. Sis metodas buvo pritaikytas atsitiktinai atrinktiems 3570 objekty,
siekiant sumazinti duomeny dimensijg iki 2 pagrindiniy komponenciy. Gauti rezultatai naudojami
tolimesniuose klasifikavimo algoritmuose.

Pagrindiniy komponenciy analizés rezultatai parodé, kad pirmoji komponenté (PCI)
paaiskina 71.7 %, o antroji komponenté (PC2) — 18,8 % duomeny variacijos, tai reiskia, kad Sios
dvi komponentés kartu apima didziaja dalj duomeny informacijos (90,5 %).

PCA Scatter Plot Colored by Class
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2.4 pav. "PCA " metodu sumazintos dimensijos duomenys.

2.6. Duomeny aibés dalinimas j mokymo ir validavimo
I§ pradiniy atrinkty 3875 objekty, 80% jy buvo atrinkti KNN ir RandomForrest mokymui,
ir 20% - jy galutiniam validavimui. Toliau paimti 80% buvo vél padalinti j validavimo(20%) ir
mokymo(80%) — §j antro laipsnio dalinimg naudojo atitinkamai KNN ir RandomForrest
klasifikatoriai, kad biity surasti optimaliis parametrai misy duomeny aibei. Tuomet suradus
optimalius KNN ir RandomForrest parametrus, apmokintus algoritmus lyginsime su pradiniais
20% validavimo objektais. Visuose dalyse buvo islaikyta klasiy pusiausvyra.



3. KNN ALGORITMAS

3.1.1. Aprasymas
KNN Kklasifikavimo algoritmas yra pagristas atstumy matavimu tarp duomeny tasky,

priskiriant klas¢ pagal artimiausiy kaimyny dauguma. Sis algoritmas ypa¢ tinka maZiems ir
vidutinio dydzio duomeny rinkiniams, kur atstumai tarp taSky gerai reprezentuoja jy tarpusavio
panaSuma, pvz. PCA algoritmas. KNN klasifikavimo procesas susideda i§ $iy pagrindiniy
zingsniy:

1. Apskaiciuojami atstumai tarp klasifikuojamo tasko ir visy mokymo duomeny tasky.

2. Surandami ,,k* artimiausi kaimynai.

3. Klasé priskiriama pagal daugumos kaimyny klase (su galimybe naudoti skirtingus svorius,
pvz., pagal atstuma).

Svarbiausi KNN algoritmo parametrai:

e n neighbors: artimiausiy specifinés klasés kaimyny skaicius, reikalingas norint priskirti
objekty tai klasei. Mazesnis skaiCius gali buti jautrus triukSmui, o didesnis gali sulieti
klasteriy ribas.

e weights: svérimo metodas. Galimos reik§més:
o uniform: visi kaimynai turi vienodg jtaka klasifikacijai.
o distance: kaimynai, esantys ar¢iau, turi didesn¢ jtakg.
e p: metrika atstumo matavimui. Dazniausiai naudojamos:
o p=I1: Manheteno (L1) metrika.
o p=2: Euklido (L2) metrika.

Tolimesniuose zingsniuose Sie parametrai ir jy kombinacijos bus iStestuoti, bandant surasti
optimaliausig kombinacijg pagal F1 metrika.



3.1.2. KNN algoritmas sumazintos dimensijos duomenims

Zemiau esandiame grafike(x.x pav) pavaizduotas KNN algoritmo pritaikymo sumazinty
dimensijy duomenims F1-rezultato kitimas priklausomai nuo ,,n neighbors®, ,p* ir ,,weight*
parametry.

Fl-rezultatas, pateiktas vertikalioje asSyje, rodo klasifikacijos balanso tarp tikslumo (precision) ir
atgaminimo (recall) efektyvuma. Horizontalioje asyje matomas kaimyny skaic¢ius, naudojamas

klasifikacijai.

IS grafiko matyti, kad ,,weight* ir ,,p“ parametrai nesuteikia tokio didelio F1 reik§més
skirtumo, kokj suteikia ,,n neighbors®. Lyginant ,,n neighbors*“ reikSmes su skirtingomis
,weight ir ,,p“ reikSmémis negalima pasakyti, kad tam tikros jy reikSmeés nulemia tikslesnj
klasifikavima.

Tiksliausias klasifikavimas pagal F1 metrikg gautas 2 parametry rinkiniuose:

e kai,n neighbors* lygus 10, “weight” lygus “uniform”, “p” lygus 1 arba 2.

29 Ce_ 9

e Kai “n_neighbors” lygus 50, “weight” lygus “uniform”, “p” lygus 2.

Toliau naudosime ,,n_neighbors* = 10, ,,weight* = uniform* ir ,,p* = 1 parametrus.

F1-Score Across n_neighbors

0.920 | —_—
———— .
el / \4
QY o910
(@)
O
D
: 0.905
Configurations
0.900 —e— Weight: uniform, p: 1
—eo— Weight: uniform, p: 2
0.895 - —e— Weight: distance, p: 1
—e— Weight: distance, p: 2

('J 2'0 4'0 6'0 8'0 1(30
Number of Neighbors (n_neighbors)



Precision Recall F1
(tikslumas) (Atkiirimas)
0 klasé 0.93 0.92

1 Kklasé 0.92

Objekty
kiekis
300

300

Accuracy(tikslumo rodiklis) 0.92 600
Macro avg(makro vidurkis) 0.92 0.92 600
Weighted avg(svertinis vidurkis) 0.92 0.92 600

Naudojant optimalius KNN parametrus (n_neighbors=10, weights=uniform, p=1), buvo
pasiekti Sie klasifikavimo rezultatai(auksciau lentelé):

Bendra klasifikavimo tikslumo reikSmeé siekia 92%.

Abiejy klasiy F1 metrika yra identiSka - 92%. Tai reiskia, kad modelis taip pat gerai
atpazjsta abi klases, klasifikacija yra subalansuota.

Makro vidurkis (,,macro avg*®) ir svorinis vidurkis (,,weighted avg®) patvirtina, kad modelis

dirba subalansuotai, atsizvelgiant j visas klases.

Confusion Matrix (PCA + KNN)

- 250

200

- 150

True Label

- 100

-50

Predicted Label

Zvelgiant j sumai§ymo matrica(aukst. pav.) galima matyti, kuriuos objektus algoritmas
priskyre 0 klasei, 1 klasei, ir ar tai buvo teisingas ar neteisingas priskyrimas.

Priskiriant objektus 1 klasei, KNN klasifikatorius suklydo mazdaug 9.7% karty.
Priskiriant objektus 0 klasei, KNN klasifikatorius suklydo mazdaug 6.9% karty.
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KNN Classification Results: Correct vs Misclassified

Prediction Type
03 Correct Predictions
# Incorrect (Class 0) | B,
& Incorrect (Class 1) ; .
0.2 1
2 bx3
(o] @ 5 !
4 - 8 a
5 0.1 > “ug Bu
S <] ® 8 2 i %
g- 0.0 1 C - s s “ » : ]
' 8 » . B »
O 8 8 2 s
O » o
— o
©
o -1 S o8
(@] » & 3
C 3 g K ¢
= -
o -0.2
-0.3
-0.4
—1725 —1'.00 —0t75 —0'.50 —0t25 OAEJO 0.'25 O.éO

Principal Component 1

Aukst. Pav. galima matyti, kuriuose vietose KNN klasifikatorius blogai klasifikavo objektus.
Pagrinde blogai klasifikuoti objektai buvo 0 ir 1 klasiy sankirtoje. Sioje vietoje 0 klasés objektas
gali buti ar¢iau daugiau objekty, priklausanciy 1 klasei, ir atvirkséiai su 1 klasés objektu apsuptu
0 klasés objekty, dél ko klasifikatorius negali tiksliai nustatyti klasés. IS Sio grafiko ir sprendimy
riby tinklelio(Zem. Pav.) galima daryti spéjimus, kuriai klasei objektas priklausys, neZinant jo
tikros klasés.
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KNN Decision Boundaries (PCA)

0.75

0.50

0.25

0.00

-0.25

Principal Component 2

-0.50

-0.75

-1.5 -1.0 —C’LS 0.’0 0.5 1.0
Principal Component 1

Isvada: Modelio klasifikavimo rezultatai rodo, kad KNN modelis, naudojant PCA metoda
sumazinti duomeny dimensijg, 0 ir 1 klases dél jy mazo persidengimo atpazysta gan gerai —
klasifikuodamas klysta tik apytiksliai 8% karty.
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3.1.3. KNN algoritmas originaliai duomeny aibei
Zemiau esandiame grafike(x.x pav) pavaizduotas KNN algoritmo pritaikymo originaliy
duomeny F1-rezultato kitimas priklausomai nuo ,,n neighbors®, ,,p* ir ,,weight* parametry.

F1-rezultatas, pateiktas vertikalioje aSyje, rodo klasifikacijos balanso tarp tikslumo (precision) ir
atgaminimo (recall) efektyvumg. Horizontalioje aSyje matomas kaimyny skaicius, naudojamas
klasifikacijai.

F1 metrika naudojant originalius duomenis yra labiau nenuspéjama parametry keitimui,
lyginant su KNN klasifikavimu PCA metodu sumazintos dimensijos duomenimes.

IS grafiko matyti, kad ,,weight* ir ,,p* parametrai F1 reikSmei nedaro, nuspéjamos, didelés
jtakos — stebint tg pacig ,,n_neighbors* reikSme ir lyginant ,,weight® ir ,,p* parametry pokycius
matoma, jog F1 pokytis nickada nebus didesnis nei 0.1%.

Tiksliausias klasifikavimas pagal F1 metrikg gautas naudojant Siuos parametrus:

e kai,n neighbors“ lygus 5, “weight” lygus “uniform”, “p” lygus 1.

b

Toliau naudosime $iuos parametrus.

F1-Score Across n_neighbors (Original Data + KNN)

0.9475 A
Configurations
0.9450 1 —e— Weight: uniform, p: 1
09425 - Weight: uniform, p: 2
—e— Weight: distance, p: 1
0-94007 —e— Weight: distance, p: 2
v
O 0.9375 A
(9
v
— 0.9350 A
L
0.9325 A
0.9300 -
0.9275

0 20 40 60 80 100

Number of Neighbors (n_neighbors)

Precision Recall F1

(tikslumas) (Atkiirimas)

Objekty
kiekis

0.93 0.95 0.94 300
0.95 0.93 0.94 300

00000000
Accuracy(tikslumo rodiklis) 0.94 600
Macro avg(makro vidurkis) 0.94 0.94 0.94 600

Weighted avg(svertinis 0.94 0.94 0.94 600
vidurkis)
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Naudojant optimalius KNN parametrus (n_neighbors=5, weights=uniform, p=1), buvo
pasiekti Sie klasifikavimo rezultatai(auksciau lentelé):

Bendra klasifikavimo tikslumo reikSmé siekia 94%.

Abiejy klasiy F1 metrika yra identiska - 94%. Tai reiskia, kad modelis taip pat gerai
atpazjsta abi klases, klasifikacija yra subalansuota.

Makro vidurkis (,,macro avg®) ir svorinis vidurkis (,,weighted avg*) patvirtina, kad modelis
dirba subalansuotai, atsizvelgiant j abi klases.

Naudojant originalius duomenis, o ne sumazinus dimensija su PCA metodu gaunami 2%
tikslesni rezultatai. Taip yra del to, nes PCA metodas negali tobulai atvaizduoti 6 atributus turin¢iy
objekty dvimatéje erdvéje — PC1 ir PC2 komponentés vaizduoja tik mazdaug 90% duomeny
variacijos.

Confusion Matrix (Original Data + KNN)

250

- 150

True Label

- 100

-50

Predicted Label

SumaiSymo matricoje(aukst. pav.) galima matyti, kad KNN klasifikatorius su originaliy

duomeny mokymu ir testavimo priskiriant 0 klasei klydo 5% karty, o priskiriant 1 klasei —
6.9% karty. Objekty klasifikavimo neatitikimus ir atitikimus atvaizdavome naudodami PCA
dimensijy mazinimg po KNN algoritmo — Sis grafikas yra beveik identiSkas auk§¢iau esanciam,
kai pirma pritaikomas PCA, tada klasifikuojama su KNN. IS to galima daryti iSvada, jog ir
sprendimy riby tinklelis atrodys identiSkai.
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KNN Classification Results: Correct vs Misclassified
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Principal Component 1

ISvada: Modelio klasifikavimo rezultatai rodo, kad KNN modelis, naudojant originalius
duomenis, 0 ir 1 klases klasifikuoja 2% geriau nei naudojant duomenis PCA algoritmu sumaZinta
dimensija.
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3.1.4. Klasifikatoriaus tikslumas
Zemiau esan¢iame(xx. Pav.) grafike yra matomi k-fold cross-validation testavimo

rezultatai. Jam naudojome algoritmui dar neZinomus duomenis — pradinius atskirtus 20%
testavimo objekty. Lyginant originaliy duomeny ir PCA metodu sumazintos dimensijos duomeny
F1 reikSmg ir standartinj nuokrypj, galima pastebéti, kad originaliy duomeny naSumas yra Siek
tiek aukStesnis nei sumazintos dimensijos duomeny. Originaliy duomeny vidutin¢ F1-metrika
siekia 0.9507, tuo tarpu PCA-redukuoty duomeny — 0.9347. Tai rodo, kad originaliy pozymiy
rinkinys geriau iSlaiko klasifikavimo tiksluma.

Taciau sumazintos dimensijos duomenys turi mazesnj standartinj nuokrypi (0.0115)
lyginant su originaliais duomenimis (0.0187). Tai reiSkia, kad sumazintos dimensijos duomeny
rezultatai yra stabilesni per skirtingus fold'us, nepaisant mazesnés vidutinés F1 metrikos.

K-Fold Cross-Validation Results (Test Dataset)

N Mean F1-Score
Bmm Std F1-Score
0.8
0.6 1
v
@]
L
wn
0.4 -
0.2
0.0-

Original Features
PCA Transformed

16



ROC Curve: Original Features ROC Curve: PCA Transformed
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Paskutiniai 2 grafikai susij¢ su KNN klasifikatoriumi yra ROC kreivés ir AUC reikSmeés(xx.
Pav., xx + 1. Pav.) grafikuose pateikiamos ROC kreivés sudarytos naudojant KNN algoritma
originaliems duomenims ir PCA metodu sumazintos dimensijos duomenims. ROC kreivé parodo
algoritmo gebéjima atskirti klases, vertinant tiksluma esant skirtingiems slenks¢iams.

Pirmajame grafike (xx. Pav.) ROC kreivé parodo, kad originaliy poZymiy rinkinys pasiekia
labai aukstg tiksluma su AUC mato reikSme 0.9846. Tai rodo, kad originaliis duomenys suteikia
puiky klasifikavimo tiksluma ir yra efektyvis atskiriant klases.

Antrajame grafike (xx. pav.) yra sumazintos dimensijos ROC kreivé ir AUC matas. Abu
grafikai yra beveik identiski, tatiau AUC matas antrame grafike yra minimaliai didesnis — 0.9848.
Tai reiskia, kad sumazinus dimensijas PCA metodu, klasifikavimo tikslumas i§ esmés
nenukentéjo, o modelis i§laiké gebéjima tiksliai atskirti klases.

Sie rezultatai rodo, kad tiek originaliis, tick sumaZintos dimensijos duomenys pasiekia
beveik identiska klasifikavimo tikslumg. PCA transformacija i$laiko labai auk$ta AUC reikSme,
Siek tiek lenkdama originalius duomenis, nors skirtumas yra beveik nereik§mingas.
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3.1.5. ISvados
KNN algoritmas buvo jvertintas naudojant originalius duomenis (,,u®, ,,g*, ,r*, ,,i“, ,,z%,

,redshift®) ir PCA metodu sumazintos dimensijos duomenis. Pagrindinés iSvados:

e Originaliis duomenys pasieké aukstesne viduting F1 metrikg (0.9507) nei sunazinty
dimensijy (0.9347).

e Sunazinty dimensijy duomenys tur¢jo mazesnj standartinj nuokrypj (0.0115), kas rodo
stabilesnius rezultatus.

e AUC reikSmés buvo beveik identiskos: originalis duomenys (AUC = 0.9846),
sumazintos dimensijos (AUC = 0.9848). Tai rodo, kad PCA dimensijy sumazinimas
reik§Smingai nepaveikeé klasifikavimo tikslumo.

e  Geriausi rezultatai pasiekti su n_neighbors = 5, weights = 'uniform', p = 1.

KNN algoritmas pasirodé esantis efektyvus, stabilus ir tinkamas tiek originaliy, tick PCA-

redukuoty duomeny klasifikacijai, ta¢iau naudojant originalius duomenis jo tikslumas buvo
minimaliai geresnis.
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3.2. ,, RandomForest‘ klasifikatorius

3.2.1. Aprasymas
Atsitiktinis miskas (angl. ,,Random Forest*) yra ansamblio tipo klasifikavimo algoritmas,

t.y. jis sudarytas i daugelio tarpusavyje nepriklausomai auginty sprendimy medziy, kad pagerinty
bendrg tikslumg ir stabilumg. Kiekvienas sprendimo medis yra apmokomas i§ atsitiktinai
parinktos originaliy duomeny aibés imties (su pasikartojimais) bei atsitiktinai atrinkto pozymiy
pogrupio. Tokiu buidu gaunamas skirtingy, tarpusavyje ne itin koreliuoty medziy rinkinys, kurio
bendras sprendimas priimamas balsavimo principu. Atsitiktiniai miskai paprastai pasizymi dideliu
tikslumu, yra ganétinai atspartis permokymui (,,overfitting*) ir gali apdoroti didelj duomeny kiekj
bei jvairiy tipy pozymius.
Pagrindiniai ,,Random Forest* parametrai yra:
e n_estimators: sprendimy medziy skaicius miske. Didesnis medziy skaicius dazniausiai
uztikrina didesnj modelio stabilumg ir tiksluma, taciau didina skai¢iavimo sgnaudas.
o max_features: didziausias pozymiy kiekis, naudojamas kiekvienam medzio padalinimui.
Sis parametras kontroliuoja funkcijy atsitiktinuma ir padeda sumazinti koreliacija tarp
medziy.
o max_depth: apriboja medzio gyli, taigi kontroliuoja modelio kompleksiSkuma ir
sumazina per didelio pritaikymo rizika.
Siuo atveju ,,Random Forest“ klasifikatorius buvo taikytas:
e originaliai duomeny aibei, normalizuotai ,,min-max* metodu ir turin¢iai pozym; ,,class‘;

e tai paciai duomeny aibei, bet su matmeny mazinimu (pvz., pritaikius PCA ar kitas
dimensijos mazinimo technikas), siekiant jvertinti, ar sumazéjus poZymiy skaiciui keiciasi
klasifikavimo kokybe.
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3.2.2. Klasifikatoriaus taikymas sumazintos dimensijos duomenims

F1-Score Across n_estimators (PCA + RandomForest)
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Sis grafikas (pav. xx) vaizduoja ,,F1-Score* priklausomybe nuo ,,n_estimators“ parametro
reikSmés (sprendimy medziy skai¢iaus) naudojant ,,RandomForest* klasifikatoriy ,,PCA* metodu
sumazinty dimensijy duomeny aibei. Skirtingy spalvy kreivés atspindi jvairias ,,max_depth*
reikSmes, o ,,max_features‘ reikSmé iSlaikoma pastovi - ,,sqrt®.

DidZiausias ,,F1-Score* (0.933) pasiektas, kai parametry ,,max depth® reikSmeé lygi 5,
,»N_estimators® reik§meé lygi 200. Tai rodo, kad vidutinio gylio medZiai (,,max_depth* = 5) kartu
su didesniu sprendimy medziy skai¢iumi uztikrina geriausig modelio naSumag ir stabiluma.

Kai parametro ,,max_depth* reikSmeé yra 1, ,,F1-Score* reikSmé yra zemesné (tarp 0.917 ir
0.925), taciau ne Zemiausia. Tai tikétina dél to, kad pernelyg mazas medZio gylis riboja gebéjima
modeliuoti sudétingus duomeny rySius, bet nemazas medziy kiekis (,,n estimators®) yra
pakankamas, kad ,,F1-Score* buty aukstas. Pastebimas sglyginai didelis svyravimas tarp mazesniy
medziy skaiciy (25-50) taip pat rodo, kad modelio stabilumas ¢ia yra mazesnis.

Kai parametro ,,max_depth® reikSme lygi 20, pastebima pastovus ,,F1-Score* reikSmiy
maz¢jimas didéjant medziy skaiCiui. Tai gali rodyti, kad per didelis medzio gylis lemia
permokyma (,,overfitting*), o didesnis ,,n_estimators* kiekis — silpnina modelio naSuma.

Pakeitus parametro ,,max_features* reikSme 1§ ,,sqrt i ,,log2*, ,,F1-Score* reikSmés su
visomis parametry konfigiiracijomis liko identiSkas.
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Precision Recall F1-Score Support

Weighted Avg 0.93 0.93 0.93 600

Lentelé rodo “RandomForest” algoritmo klasifikavimo rezultatus sumazintos dimensijos
duomenims, naudojant optimalius parametrus. Klasifikacijos tikslumas (accuracy) siekia 93%, o
abiejy klasiy F1 metrika yra identiSka — 0.93 — tai parodo subalansuota modelio veikimg.

,Macro avg® ir ,,weighted avg® metrikos rodo, kad klasifikatorius vienodai gerai veikia
visoms klaséms. Sie rezultatai rodo, kad sumaZinta duomeny dimensija (naudojant ,PCA*
metod1) iSlaiké auksta klasifikavimo tiksluma, taciau modelio veikimas tarp klasiy yra Siek tiek
asimetriskas.

Confusion Matrix (PCA + RandomForest)

- 250

- 200

- 150

True Label

- 100

- 50
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Grafikas (pav XX) yra sumaiSymo matrica (angl. Confusion Matrix), kuri vizualizuoja

,2RandomForest* klasifikatoriaus pritaikymo rezultatus sumazintos dimensijos duomenims,
naudojant PCA metodg. Matrica aiSkiai parodo teisingai ir neteisingai priskirty objekty kiekius
pagal tikrgsias ir numatytas klases.
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Principal Component 2

Tikslumas (,,accuracy*): Bendras tikslumo vertinimas yra aukstas, nes didzioji dalis
objekty buvo teisingai priskirti savo tikrosioms klaséms.

0 klasés klaidos (,,false positives*): Nedidelis kiekis, tik 15, 0 klasés objekty klaidingai
pateko i 1 klasg, kas rodo persidengimga tarp iy klasiy pozymiy PCA erdvéje.

1 klasés klaidos (,,false negatives®): Siek tiek daugiau klaidy fiksuota 1 klaséje — 26 1
klasés objektams buvo neteisingai priskirta 0 klasé. Tai rodo, kad 1 klasés pozymiai
PCA transformacijoje néra visiskai atskiriami ir labiau link¢ biiti priskirti O klasei.

Si sumaiSymo matrica rodo, kad ,,RandomForest* klasifikatorius su PCA sumazintais
duomenimis veikia efektyviai, taciau kai kurios klaidos tarp klasiy rodo pozymiy persidengima.
Modelis ypa¢ gerai atpazjsta 0 klase, o 1 klasés klaidos reikalauja tolimesnés analizés arba
parametry optimizavimo. Bendras tikslumas iSlieka aukstas, o rezultatai yra subalansuoti.

RandomForest Classification Results: Correct vs Misclassified
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Grafikas (pav. xx) vizualizuoja ,,RandomForest klasifikatoriaus rezultatus dvimatéje
erdvéje, kurioje poZymiai sumazinti naudojant ,,PCA*“ metodg. Horizontalioje aSyje Zymima
Pirmoji pagrindiné komponent¢ (PC1), o vertikalioje aSyje — Antroji pagrindiné komponenté
(PC2). Skirtingos spalvos ir Zymekliai parodo teisingai ir neteisingai klasifikuotus objektus.

Siame grafike vizualizuojamos ,,RandomForest* klasifikatoriaus nustatytos sprendimy
ribos, kai duomenys yra sumazinti naudojant ,,PCA®. Apacioje esantys mélyni skrituliai rodo
teisingai suklasifikuotus 0 klasés objektus, o virSuje oranziniai skirtuliai rodo teisingai
suklasifikuotus 1 klasés objektus, jy yra didzioji dauguma. Taciau yra ir netiksliy priskyrimy
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(kryziukai), kurie randami pereinamojoje zonoje tarp dviejy klasiy. Tai rodo, kad klasifikatorius
sunkiai atskiria objektus, kai jy savybés artimos abiejy klasiy pozymiams.

RandomForest Decision Boundaries with PCA-Reduced Data

Prediction Type
Correct Predictions
# Incorrect (True Class 0)
8  Incorrect (True Class 1)

0.8 1

0.6 1

0.4 5]

Principal Component 2

-1.0 -0.5 0.0 0.5 1.0 15
Principal Component 1

XX2 pav. esanti geltona sritis vaizduoja 1 klasés prognozuojama zona, o violetin¢ — 0 klasés
prognozuojama zong. Pilki skrituliai rodo teisingai suklasifikuotus objektus, zali kvadratai
neteisingai klasifikuotus objektai, kuriy tikroji klas¢ yra 1 (,,False Negatives®). Pastarieji yra
pasiskirste netoli sprendimy ribos, bet daugiausia violetingje srityje. Tai rodo, kad modelis sunkiai
atskiria kai kurivos 1 klasés objektus, kuriy savybés sutampa su 0 klasés. Méelyni kvadratai
neteisingai klasifikuotus objektai, kuriy tikroji klas¢ yra 0 (,,False Positives) yra daZniausiai
randami pereinamojoje zonoje, netoli sprendimy ribos. Tai rodo, kad modelis kartais ,,pernelyg
prisitaiko* prie klasés 1 pozymiy.

Taciau klaidy koncentracija esanti abiejuose grafikuose pereinamojoje zonoje tarp dviejy
klasiy rodo modelio ribotumus dél duomeny pozymiy persidengimo. PCA sumazinimas efektyviai
atskleidé pagrindines tendencijas, taciau aiskiai matome, kad buvo prarastas tikslumas ir
atskyrimas néra labai efektyvus.

Sprendimy riba yra nevienalyte ir sudétinga. Tai rodo, kad ,,RandomForest* modelis geba
efektyviai modeliuoti netiesinj duomeny paskirstyma. Pereinamojoje zonoje (PC1 reik§més tarp
-0.5 ir 0.5) sprendimy ribos yra ,,nelygios®, kas rodo duomeny persidengima.

3.2.3. Klasifikatoriaus taikymas originaliai normuotai duomeny aibei
Sis grafikas (pav. xx) vaizduoja ,,F1-Score“ priklausomybe nuo ,,n_estimators“ parametro
reik§més (sprendimy medziy skai¢iaus) naudojant ,,RandomForest* klasifikatoriy su originaliais,
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normalizuotais duomenimis. Skirtingy spalvy kreivés atspindi jvairias ,,max_depth* reikSmes, o

,max_features* reikSme i§laikoma pastovi - ,,sqrt™.

F1-Score Across n_estimators (Original data + RandomForest)
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Didziausias Fl-score (0.966) pasiektas su max depth=10 ir max depth=20, kai
n_estimators yra nuo 100 iki 200. Tai rodo, kad didesnis sprendimy medziy skaicius stabilizuoja
modelio naSumg. Kai parametro ,,max_depth* reikSme yra lygi 2, ,,F1-Score” yra maziausias
(0.928). Tai tikétina dél to, kad per maZas medzio gylis neleidZia modeliui tinkamai atskleisti
sudétingy duomeny rysiy.

Mazesnés parametro ,,n_estimators” reikSmes (25-50) lemia maZesnj stabilumg. Tai
labiausiai atsikleidZia vidutinio gylio medziams (,,max_depth® = 5). Taciau, per didelés
,»N_estimators* reik§més, gali sumazinti ,,F1-Score” reikSme, tai rodo, kad didesnés medziy kiekis
nebiitinai duos geresnius rezultatus. MedZiy gylis (parametras ,,max_depth*) daro dar didesn¢
itaka rezultatams negu medziy kiekis (parametras ,,n_estimators®). Optimalis ,,F1-Score”
rezultatai pasiekiami, kai ,,max_depth* yra lygus 10, ir neZymiai geresnis kai ,,max_depth* yra
lygus 20. Verta pastebeti, kad, kai medziy gylis yra pakankamai aukStas, medziy kiekis daro vis
mazesne jtakg ,,F1-Score® reikSmei.

Pakeitus parametro ,,max_features* reikSme i§ ,,sqrt i ,,log2*, ,,F1-Score* reikSmés su
visomis parametry konfigiiracijomis liko identiskas.

Precision Recall
Class 0 0.96 0.97 0.97 300
Class 1 0.97 0.96 0.96 300

Accuracy 0.96 600
Macro Avg 0.97 0.96 0.96 600
Weighted Avg 0.97 0.96 0.96 600
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Lentel¢ pateikia klasifikacijos rezultatus, taikant “RandomForest” algoritmg originaliai
duomeny aibei, su optimizuotais parametrais. Klasifikacijos tikslumas (accuracy) siekia 96%, o
abiejy klasiy F1 metrika yra labai artima — 0.96-0.97, tai parodo dar geresnj veikima nei
sumazintos dimensijos atveju.

»Macro avg® ir ,,weighted avg* metrikos yra beveik identiSkos — jos patvirtina subalansuota
modelio veikima tarp visy klasiy. Sie rezultatai rodo, kad naudojant originalius duomenis, modelis
pasiekia auksStesn;j klasifikavimo tikslumg nei sumazintos dimensijos duomenys. Tai gali buti dél
iSsamesnés informacijos, kurig prarado ,,PCA* metodu transformuota duomeny aibe.

Confusion Matrix (Original Data + RandomForest)
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Sis grafikas rodo sumai$ymo matrica (,,Confusion Matrix*), kuri jvertina ,,RandomForest*

klasifikatoriaus veikima, taikant modelj originaliems, normalizuotiems duomenims.
e Tikslumas (,,accuracy*): Bendras tikslumo vertinimas yra labai aukstas, nes didZioji
dalis - 579 18 600 - objekty buvo teisingai priskirti savo tikrosioms klaséms.
e (0 klaseés klaidos (,.false positives): Nedidelis kiekis, tik 9, 0 klasés objekty
klaidingai pateko j 1 klasg.
e 1 klaseés klaidos (,,false negatives®): Beveik tiek pat, tik 12, 1 klasés objekty
klaidingai pateko j 0 klasg.
Si sumai§ymo matrica rodo, kad netikslumy skai¢ius yra labai mazas (tik 21 neteisingai

priskirtas objektas i§ 600), o klaidos tarp klasiy yra pakankamai tolygiai paskirstytos. Tai rodo,
kad modelis yra patikimas ir efektyviai atskiria abi klases originalioje duomeny erdvéje.
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3.2.4. Klasifikatoriaus tikslumas
Siame skyriuje buvo naudojami visai iStreniruotiems modeliam nematyti duomenys. Sie

duomenys nebuvo naudojami nei ,,RandomForest* modeliy (,,PCA* metodu mazintai duomeny
aibei ir modelio originaliai, normuotai duomeny aibei) apmokymui, nei jvertinimui, kurie buvo
atlikti pries tai esanciuose skyreliuose.

Sis grafikas lygina ,,RandomForest klasifikatoriaus veikima dviejuose skirtinguose
duomeny rinkiniuose: originaliy pozymiy ir ,,PCA* metodu transformuoty pozymiy. Rodomi
vidutiniai F1-rezultatai (,,Mean F1-Score®) ir jy standartiniai nuokrypiai (,,Std F1-Score®) taikant
,,K-fold Cross-Validation* metoda.
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K-Fold Cross-Validation Results (RandomForest)
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Vidutinis F1-rezultatas:

e  Originaliis pozymiai: Vidutinis F1-rezultatas yra labai aukstas (~0.96), kas rodo puiky
klasifikatoriaus geb¢jima apdoroti originalia duomeny aibe.

e PCA transformuoti pozymiai: Vidutinis F1-rezultatas yra panasus (~0.95), taciau Siek
tiek mazesnis nei naudojant originalius pozymius.

e Tairodo, kad PCA sumazinus duomeny dimensija, klasifikatoriaus tikslumas praktiskai
nenukencia.

Standartinis nuokrypis:

e Originaliis pozymiai: Standartinis nuokrypis yra labai maZzas, rodantis, kad modelio
rezultatai yra stabilis tarp skirtingy k-fold iteracijy.

e PCA transformuoti pozymiai: Standartinis nuokrypis taip pat yra mazas, bet dar Siek
tiek maZesnis nei naudojant originalius poZymius.

e Tairodo, kad PCA sumazinti duomenys yra stabilesni, nes mazesnis dimensijy skaicius
gali sumazinti atsitiktinius svyravimus.

Taigi, Sis grafikas rodo, kad ,,RandomForest” klasifikatorius efektyviai veikia tiek su
originaliais, tiek su ,,PCA* metodu transformuotais duomenimis. Nors vidutinis ,,F1-Score* yra
Siek tiek aukstesnis originaliuose duomenyse, ,,PCA* transformuoti duomenys pasizymi mazesniu
standartiniu nuokrypiu, o tai reiSkia stabilesnius rezultatus. Tai rodo, kad PCA dimensijy
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mazinimas gali biiti naudingas siekiant optimizuoti modelio stabilumg be reikSmingo tikslumo
praradimo.

ROC Curve: Original Features ROC Curve: PCA Transformed
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Sie grafikai vaizduoja ROC kreives (,,Receiver Operating Characteristic*) dviejy skirtingy
duomeny rinkiniy — originaliy pozymiy ir ,,PCA“ metodu transformuoty pozymiy, kai
klasifikavimui naudojamas ,,RandomForest” algoritmas. ROC kreivé parodo klasifikatoriaus
gebéjima atskirti klases esant jvairiems sprendimy slenks¢iams.

Duomeny rinkinio su originaliais, normalizuotais poZymiais ROC kreivé:

e Kreive yra arti virSutinio kairiojo kampo, o tai reiskia puiky modelio geb¢jimg atskirti
klases.

e AUC = 0.99 reiskia, kad modelio tikslumas yra beveik idealus, aukstas klasifikavimo
naSumas.

,»PCA*“ metodu transformuoto duomeny rinkinio ROC kreivé:

e Kreiveé yra labai panasi | originaliy duomeny kreive, taciau Siek tiek maziau arti

virSutinio kairiojo kampo.

e AUC =0.98 rodo, kad klasifikatorius vis dar efektyviai atskiria klases, taciau Siek tiek

mazesniu tikslumu nei su originaliais poZymiais.

Sie grafikai rodo, kad ,,RandomForest klasifikatorius yra labai efektyvus tiek su
originaliais, tiek su ,,PCA* metodu transformuotais duomenimis. Originaliis pozymiai suteikia
maksimaly AUC rezultatg (0.99), taciau ,,PCA* metodu transformuoti duomenys taip pat pasiekia
puiky rezultatg (AUC = 0.98), 1§laikydami beveik identiska klasifikavimo gebé¢jimg su mazesniu
duomeny sudétingumu.

Bendras tikslumas: ,RandomForest™ klasifikatorius originaliai duomeny aibei buvo
testuotas su visiSkai nematytais duomenimis. Tikslumo verté apskaiCiuota pagal Sig formule:
teisingai klasifikuoty objekty dalis padalinta i$ visy testavimo objekty padauginti i$ Simto. Gautas
bendras tikslumas yra 95.87%, tai yra Siek tiek maziau, negu su apmokymo ir testavimo
duomenimis apskaic¢iuotas modelio tikslumas, kuris buvo 96.5%, taciau pakankamai aukstas.

3.2.5. Neteisingai suklasifikuoty objekty analizé
Sioje dalyje analizuojami ,,RandomForest“ optimalaus modelio (originaliai duomeny aibei)
teisingai ir neteisingai suklasifikuoti objektai pagal SeSis pozymius (redshift, u, g, r, 1, z) naudojant
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staciakampes diagramas. Rezultatai rodo, kaip pozymiy pasiskirstymas skiriasi tarp klasiy (0 ir 1)
ir tarp teisingai bei neteisingai suklasifikuoty objekty.
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' by label: correctly classified points

'r' by label: incorrectly classified points
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IS pateikty staciakampiy diagramy, galima daryti Sias i1§vadas:

Teisingai klasifikuoti objektai:

o Skirtumai tarp 0 ir 1 klasés pastebimi redshift, 1, ir z poZymiuose, kur 1 klasé

dazniausiai turi didesnes vertes.
Neteisingai klasifikuoti objektai:

o Dauguma poZymiy (u, g, 1, 1, z) rodo reik§mingg persidengima tarp klasiy, o
tai apsunkina modelio gebéjimg atskirti objektus.
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e ReikSmingiausias pozymis:
o Redshift ir z filtro vertés labiausiai prisideda prie klasifikacijos, taciau dél
persidengimy modelis vis dar daro klaidy.
Sie rezultatai rodo, kad neteisingy klasifikacijy priezastis yra pozymiy pasiskirstymo
panasumas tarp klasiy, ypac pereinamojoje zonoje.

3.2.6. ISvados
Nustatant ,,RandomForest* klasifikatoriaus parametrus buvo pastebéta, kad didéjant

,n_estimators® reikSméms, klasifikavimo rezultatai stabilizuojasi, o optimalus medzio gylis
(,,max_depth*) uztikrina auksta ,,F1-Score®. Taip pat buvo pastebéta, kad sumazinus duomeny
dimensija naudojant ,,PCA*“ metodg, klasifikatoriaus tikslumas nezymiai sumaZzéjo, taciau
modelio rezultatai tapo stabilesni dél mazesnio standartinio nuokrypio.

Geriausias klasifikavimo rezultatas buvo gautas naudojant originalius duomenis — §iuo
atveju AUC reikSme sieke 0.99, o ,,F1-Score® buvo didziausias. Naudojant ,,PCA* metodu
transformuotus duomenis, AUC reik§me buvo 0.98, tai rodo minimaly tikslumo praradima, taciau
didesn;j stabiluma.
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4. ISVADOS

Siame darbe buvo atlikta duomeny klasifikacija naudojant ,,kKNN* ir ,,RandomForest*
algoritmus su originaliais ir sumazintos dimensijos duomenimis. Pateikiamos pagrindinés
iSvados:

e kNN Kklasifikatorius:

Naudojant originalius duomenis, ,,kNN“ algoritmas pasieke aukStesnj tikslumg (94 %),
palyginus su sumazintos dimensijos duomenimis (92 %). Originaliis duomenys uztikrina tikslesnj
klasiy atpazinimg, taCiau sumazintos dimensijos duomenys leido sumazinti klasifikavimo
rezultaty svyravimus tarp iteracijy.

Optimaliis parametrai buvo nustatyti kaip: n_neighbors = 5, weights = uniform, p = 1.

e RandomForest klasifikatorius:

,RandomForest* algoritmas pasieké aukstesnj tiksluma (96 %) su originaliais duomenimis,
palyginus su sumazintos dimensijos duomenimis (93 %). Tai rodo, kad originali duomeny aibé
suteikia i§samesne informacija, kuri pagerina klasifikavimo tiksluma.

PCA sumazintos dimensijos duomenys buvo efektyvis ir leido pasiekti panasy tiksluma,
taciau stabilumas padidéjo dél mazesnio rezultaty nuokrypio.

Optimaliis parametrai buvo nustatyti kaip: n_estimators = 200, max_depth = 10,
max_features = sqrt.

e Palyginimas:

,KNN*“ algoritmas labiau tinka nedideléms ar vidutinio dydzio duomeny aibéms, kuriose
klasiy ribos yra aiskiai apibréztos. Jo tikslumas labiau priklauso nuo atstumy tarp duomeny tasky.
,2RandomForest* algoritmas pasiZymi didesniu atsparumu triukSmui ir lankstumu, leidZianciu
efektyviai apdoroti didesnés apimties duomenis. PCA dimensijy mazinimas sumazino
skai¢iavimo sgnaudas ir pagerino stabiluma, taciau gali sumazinti klasifikavimo tiksluma.

e Rekomendacijos:

Jei tikslas yra maksimalus klasifikavimo tikslumas, rekomenduojama naudoti originalius
duomenis kartu su ,,RandomForest* algoritmu. Jei svarbiau sumazinti duomeny sudétinguma ir
padidinti rezultaty stabiluma, verta naudoti PCA metodg ir ,,kNN* algoritma. Gauti rezultatai
rodo, kad teisingai parinktas algoritmas ir duomeny apdorojimo metodas gali reikSmingai
pagerinti klasifikavimo efektyvuma bei tiksluma.
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