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1. VADAS

1.1. Darbo tikslas

Sio darbo tikslas — pritaikant dimensijy mazinimo metodus daugiamaciy duomeny
vizualizavimui, atlikti SDSS (Sloan‘o skaitmeninio dangaus tyrimo DR17) duomeny rinkinio
analize, pateikti vizualizavimo rezultatus ir jy interpretacijg. Siekiama iStirti dimensijy
mazinimo metody galimybes bei atlikti lyginamgjg analize, kad nustatyti, ar zvaigzdziy,
galaktiky ir kvazary pozymiy rinkiniai skiriasi reik§mingai ir turi galimybe biiti naudojami $iy
kosminiy objekty klasifikavimui.

1.2. Darbo uzdaviniai

1. Trumpai apraSyti tiriamg duomeny aibg, jos pozymius, pagrindines savybes.
Paruosti duomeny aibe jos analizei, j3 sunormuoti.

Pritaikyti dimensijy mazinimo metodus su skirtingais argumentais/parametrais.
Vizualizuoti rezultatus.

Apibendrinti rezultatus ir parasyti jy i§vadas.

Aprasgyti kiekvieno metodo privalumus, trikumus, juos palyginti.

ok wn

1.3. Darbo jrankiai

Duomeny apdorojimas, transformacija, analizé¢ ir dimensijy mazinimo metodai buvo
pritaikyti naudojant ,,Python 3.12.0” programavimo kalbg ir jos bibliotekas (daugiau zitréti
skyriy 6. Kodas).



2. DUOMENUY ANALIZE

2.1. Tiriamos duomeny aibés ir jos pozymiy aprasymas

Pateiktoje Zvaigzdziy klasifikacijos duomeny aibéje (,,Stellar Classification Dataset™) yra
100000 eilu¢iy, 18 pozymiy stulpeliy. Jutikliy matavimai yra ,,float™ tipo (t.y. priklauso realiyjy
skaiCiy aibei) , ,,class* pozymis yra ,,object” tipo (t.y. simboliai), lik¢ pozymiai yra ,,int tipo
(t.y. priklauso sveikyjy skaiciy aibei).

Data columns (total 18 columns):

# Column Non-Null Count Dtype
& obj ID 1086808 non-null floated
1 alpha 106600 non-null float6d
2 delta 1608000 non-null floate4d
3 u 186600 non-null floate4d
4 g 1086600 non-null float64d
5 r 186600 non-null floate4d
6 i 186660 non-null floate4d
7 z 180080 non-null floats4
8 run_ID 106608 non-null inte4
9 rerun_ID 1086808 non-null inte64
16 cam_col 106608 non-null inte4
11 field ID 106608 non-null inte4d
12 spec_obj ID 166060 non-null floate4d
13 class 106608 non-null object
14 redshift 1608000 non-null floate4d
15 plate 106608 non-null inte4
16 MID 160000 non-null inte4d
17 fiber ID 106608 non-null inte4

dtypes: floate4(10), inte4(7), object(1)

2.1 pav. pradiné duomeny aibé

Duomeny aibés pozymiy apraSymai:
e 0bj_ID = objekto identifikatorius, unikali dangaus kiino verté, identifikuojanti
objekta CAS naudojamame vaizdy kataloge.
e alpha = desiniojo pakilimo kampas (pagal J2000 epochg)
e delta = deklinacijos kampas (pagal J2000 epocha)
e U= ultravioletinis astrofotometrinés sistemos filtras



g = zaliasis astrofotometrinés sistemos filtras

r = raudonasis astrofotometrinés sistemos filtras

| = artimyjy infraraudonyjy spinduliy filtras astrofotometriné sistemoje

z = infraraudonyjy spinduliy filtras astrofotometriné sistemoje

run_ID = serijos numeris, naudojamas konkreciam nuskaitymui identifikuoti
rereun_ID = pakartotinio paleidimo numeris, nurodantis, kaip vaizdas buvo
apdorotas

cam_col = kameros stulpelis, skirtas skenavimo linijai nustatyti

field ID = lauko numeris kiekvienam laukui identifikuoti

spec_obj_ID = unikalus optiniy spektroskopiniy objekty ID (tai reiskia, kad 2
skirtingi steb¢jimai su tuo paciu spec_obj_ID turi turéti bendrg iSvesties klase)
class = objekto klasé (galaktika, zvaigzdé arba kvazaras)

redshift (raudonasis poslinkis) = raudonojo poslinkio verté, pagrista bangos ilgio
padidéjimu

plate = plokstés ID, identifikuojantis kiekvieng SDSS plokste

MJD = modifikuota Julijaus data, naudojama nurodyti, kada buvo paimta tam tikra
SDSS duomeny dalis

fiber ID = pluosto ID, identifikuojantis pluosta, kuris nukreipé Sviesg ] zZidinio
plokstuma kiekvieno stebéjimo metu

2.2. Pozymiy ir objekty apdorojimas

Pasalinti Sie pozymiai, nedarantys jtakos kosminio kiino klasifikavimui:

,obj_ID* pozymis, nes tai identifikacinis numeris nedarantis jtakos duomenims;

»alpha® ir ,,delta* pozymiai nusako kosminio objekto pozicija, o jos néra susijusios su
skirtingy objekty (galaktiky, zvaigzdziy, kvazary) fizinémis savybémis;

»spec_obj ID*“ pozymis, nes 2 skirtingi steb¢jimai su tuo paciu spec_obj ID turi turéti
bendra iSvesties klase, o visos §io poZymio reikSmes yra skirtingos;

wrerun_ID* poZymis, nes yra tik viena unikali reikSmé;

,»,MJID* pozymis, nes ji simbolizuoja data, kada uzfiksuotas stebéjimas

Duomeny aibé neturéjo praleisty reikSmiy. Tolimesniems uzdaviniams pasirinkome ,,redshift®,

LU Lg%, 1% 1 i,z poZymius.

Duomeny aibé tur¢jo vieng eilute, kurioje ,,u, ,,g*“ ir ,,z*“ reikSmés buvo -9999, tad §ig triukSmo
eilute panaikinome (2.2 pav.).

,,Class*“ pozymis yra kategorinis pozymis, Kuris turi tris unikalias reik§mes duomeny aibéje:
GALAXY - galaktika, QSO — kvazaras(ypa¢ Sviesus objektas galaktikos centre), STAR —
zvaigzdé. Kiekviena iy reik§miy buvo pakeista atitinkamai j skaicius 0, 1, 2.



Staciakampé diagrama, pabrézianti 'u', 'g', ir 'z' atsiskyréelius
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2.3 pav. ,redshift” reik§més pasiskirstymas pagal klases

Kity reik8miy atsiskyréliy nesalinome, nes jos neturéjo jokiy dideliy i$skirciy - daugumoje jy
matoma Gauso distribucija (3.2.2. poskyris), isskyrus ,,redshift* reikSméje (2.3 pav.), taciau Si
reik§mé rodo $viesos bangy ilgéjimag, todél jos auksty reik§miy naikinimas pakenkty analizés
tikslumui. Taip pat, galima atkreipti démesj, kad objekty, priklausanciy pirmai klasei
(kvazarai), ,,redshift pozymio reikSmés sglyginai yra labai aukstos.



2.3. Objekty atrinkimas

Tolimesniam duomeny analizavimui, apdorojimui ir vizualizavimui buvo atsitiktinai atrinkti
po 1000 objekty i8 kiekvienos klasés (2.4 pav.):

Data columns (total 12 columns):
# Column Mon-Null Count Dtype

(5] u 3660 non-null floate4d
1 g 30008 non-null floatg4
2 r 3660 non-null floate4d
3 i 3660 non-null floate4
4 z 30008 non-null floatg4
5 run_TD 3660 non-null int64
6 cam_col 3008 non-null inte4
7 field ID 30080 non-null inte4
8 class 3660 non-null int64
9 redshift 3008 non-null floate4d
18 plate 3668 non-null int64

11 fiber_ID 38686 non-null int64
dtypes: floate4(g), inth4(6)

2.4 pav. Duomeny aibé su pasirinktais objektais.

2.4. Duomeny aibés normavimas

Duomeny normavimui buvo parinkti Sie pozymiai: ,,redshift®, ,u*, ,,g%, ,.,r, i ir ,,z. Kiti
pozymiai buvo nenormuoti, nes jie yra arba identifikaciniai (,,run_ID%, , field ID%, ,,cam col*,
»plate”, ir ,.fiber ID*) arba kategoriniai (,,class*). Duomenys buvo normuoti naudojant du
metodus:

1. Vidurkio ir dispersijos normavimas (2.7 pav.);
2. Min-max normavimas (2.6 pav.).

u g r i z run_ID cam_col field_ID class redshift plate fiber_ID

count 3000.000000 3000.000000 3000.000000 3000.000000 3000.000000 3000.000000 3000.000000 3000.000000 3000.000000 3000.000000  3000.000000 32000.000000

mean 21.764612 20453767 19.696286 19.255546 18.979423 4463.033667 3.531000 183.694667 1.000000 0.715718  5324.207333  451.430000
std 2148211 1.906341 1.808770 1.766683 1.780294 1973.851258 1.592655 144563996 0.816633 0927248 3010616165 274568411
min 14646170 13.133170 12.760100 12678570 12.625930  109.000000 1.000000 12.000000 0.000000 -0.003146 266.000000 1.000000
25% 20211562 19.001137 18.355740 18.035810 17.765642  3051.250000 2.000000 §2.000000 0.000000 0.000065  2682.750000 221.750000
50% 21.707205 20.853485 20.151955 19.574855 19.203925  4072.000000 4.000000  146.000000 1.000000 0416217 5174500000  438.000000
75% 23193045 21.834385 21.060747 20622673 20312820 5415.000000 5.000000  239.250000 2.000000 1136566 7696.250000  665.000000

max 28723970 26.817360 27.334760 24473360 23204610 8162.000000 6.000000  980.000000 2.000000 7.010295 12547.000000 1000.000000

2.5 pav. Nenormuotos duomeny aibés statistika.
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count 3000.000000 3000.000000 3000.000000 3000.000000 3000.000000

mean

std

min

25%

50%

5%

count

mean

std

min

25%

50%

75%

max

0.505650

0.152596

0.000000

0.395331

0.501572

0.607117

1.000000

u

3000.000000

0.000000

1.000000

-3.313661

-0.722950

-0.026723

0.664941

3.239607

0.534968

0.139310

0.000000

0428814

0.564178

0635859

1.000000
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3000.000000

0.000000

1.000000

-3.840129

-0.761999

0.209678

0.724224

3.338118

0.475907

0.124104

0.000000

0.383929

0.507172

0.569526

1.000000

0.557617

0.149785

0.000000

0.455900

0.584689

0673526

1.000000

z run_ID cam_col
3000.000000 3000.000000

0.600594 4463.033667 3.531000
0168291 1973.851258 1.592655
0.000000  109.000000 1.000000
0.485856 3051.250000 2.000000
0.621816 4072.000000 4.000000
0726640 5415000000 5.000000
1.000000 8162.000000 6.000000

field_ID
3000.000000
183.694667
144.563996
12.000000
82.000000
146.000000
239.250000

980.000000

class

3000.000000

1.000000

0.816633

0.000000

0.000000

1.000000

2.000000

2.000000

redshift

3000.000000

0.102498

0.132210

0.000000

0.000458

0.059794

0.162504

1.000000

2.6 pav. Min-max metodu normuota duomeny aibés statistika.

r

3000.000000

0.000000

1.000000

-3.834752

-0.741137

0.251922

0.754359

4.223021

z

3000.000000 3000.000000

0.000000

1.000000

-3.722782

-0.679090

0.180739

0.773838

2.953452

-0.000000

1.000000

-3.568789

-0.681787

0.126104

0.748976

2373309

run_ID
3000.000000
4463.033667
1973851258
109.000000
3051.250000
4072.000000
5415.000000

8162.000000

cam_col
3000.000000
3531000
1.592655
1.000000
2.000000
4.000000
5.000000

6.000000

field_ID
3000.000000
183.694667
144.563996
12.000000
82.000000
146.000000
239.250000

980.000000

class

3000.000000

1.000000

0.816633

0.000000

0.000000

1.000000

2.000000

2.000000

redshift

3000.000000

-0.000000

1.000000

-0.775267

-0.771804

-0.323001

0.453867

6.788451

plate
3000.000000
5324.207333
3010.616165
266.000000
2682.750000
5174.500000
7696.250000

12547.000000

plate
3000.000000
5324.207333
3010.616165
266.000000
2682.750000
5174.500000
7696.250000

12547.000000

2.7 pav. Vidurkio ir dispersijos metodu normuota duomeny aibés statistika.

fiber_ID
3000.000000
451.430000
274568411
1.000000
221.750000
438.000000
665.000000

1000.000000

fiber_ID
3000.000000
451.430000
274568411
1.000000
221.750000
438.000000
665.000000

1000.000000



3. DIMENSIJU MAZINIMO METODAI IR VIZUALIZACIJA
3.1. Principiniy komponen¢iy analizé (PCA)

3.1.1. Aprasymas

PCA (,,Principal Component Analysis®) yra tiesinis dimensijy mazinimo metodas,
placiai naudojamas duomeny analiz¢je ir vizualizacijoje. Skirtingai nuo netiesiniy metody,
tokiy kaip t-SNE ir UMAP, PCA siekia iSlaikyti globalia duomeny struktiira, sumazindama
dimensijy skaiciy taip, kad iSsaugoty kuo daugiau duomeny pasiskirstymo.

Kadangi PCA yra tiesinis metodas, sumazinty dimensijy asys turi aiSkig interpretacija
pagal pradines savybes. Tai leidzia analizuoti, kurie pradiniy poZzymiy deriniai labiausiai
prisideda prie duomeny variacijos ir kaip jie susij¢ su naujais komponentais.

3 16¢ (13

PCA metodui pasirinkome ,,u®, ,g“ ,r“ ,i“ .,z ir ,redshift“ pozymius. Toliau
pateiktuose grafikuose matysime, kaip pirmosios dvi pagrindinés komponentés (PC1 ir PC2)
atspindi duomeny struktiirg ir kokig variacijos dalj jos paaiSkina.

3.1.2. Analize

Kiekvienas taskas grafike atitinka vieng duomeny aibés objekta, o spalvos (raudona,
zalia ir mélyna) reprezentuoja skirtingas objekty klases: atitinkamai galaktikas, kvazarus ir
zvaigzdes. Grafike (3.2 pav.) matoma, kad klasés i dalies persidengia, taiau galima
pastabéti objekty reprezentuojanciy kvazary klasg¢ iSsiskyrima.

u g r i z  redshift
PC1 0449163 0474751 0460201 0429496 0409167 0.095887

PC2 0.743025 0196483 -0.148082 -0.349586 -0452531 -0.245721

3.1 pav. “u”, “g”, “1r”, “1”, “z”, “redshift” reikSmiy jtaka PCA rezultaty asims.
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Principiniy komponenciy analizé
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3.2 pav. dimensijy mazinimas PCA metodu.

Kvazary klasé (3.2 pav. legendoje zalia spalva) daugiausiai iSsiskiria Y aSyje dél ,,redshift*
reik§més. Nors ji turi gan nedidelg neigiama jtaka (-0.245721), objekty priklausanciy kvazary
klasei ,,redshift“ pozymio reik§més yra didelés, lyginant su kitomis klasémis (2.3 pav.) - tai
matoma PC2 asyje.

PC1 turi didziausig apkrova i§ g (0.474751), r (0.460201), u (0.449163) ir 1 (0.429496)
pozymiy (3.1 pav.), 0 ,redshift (raudonasis poslinkis) turi maziausig jtaka (0.095887) Siam
komponentui. Tai reiSkia, kad Sie pozymiai yra stipriausiai susij¢ su pagrindine duomeny aibés
variacija, kurig apraso PCl1.

PC2 rodo didziausig teigiama apkrova ,,u“ pozymiui (0.743025), taciau ,,z*“ (-0.452531)
ir,,i (-0.349596) pozymiai turi didele neigiamg apkrova.

11



Pirmoji pagrindiné komponenté (PC1) paaiskina 79.5% visos duomeny aibés variacijos,
0 antroji komponenté (PC2) — papildomus 14.8%. Tai reiskia, kad $ie du komponentai bendrai
paaiskina apie 94.3% visos variacijos, kas yra pakankamai daug, kad biity galima sumazinta
duomeny aibés erdve naudoti vizualizacijai ir tolimesnei analizei.

3.1.3. PCA iSvados

Skirtingos duomeny klasés—galaktikos, kvazarai ir zvaigzdés—i$ dalies atsiskiria PCA
vizualizacijoje. Pirmieji pagrindiniai komponentai, sudaryti i§ pozymiy ,,z*, ,,i, ,,r, ,,g* ir ,,u,
paaiskina 94,3% duomeny variacijos. Vizualizacijoje pastebéjome objekty grupiy
persidengima, priklausanciy O ir 2 klaséms, taciau objekty, priklausanciy 1 klasei, grupé
atsiskiria pakankamai aiskiai.

Taciau, atsizvelgiant | tai, kad ,,redshift pozymio pasiskirstymas tarp klasiy yra labai
skirtingas, o PCA metodas jam nesuteiké didelés reik§més, negalime visiskai pasitikéti vien
PCA metodo rodomais rezultatais. Tai rodo, kad PCA gali praleisti svarbig informacija,
susijusig su ,,redshift pozymiu, ir gali biiti nepakankamas $iy duomeny analizés metodas.

12



3.2. t-SNE metodas

3.2.1. Aprasymas

t-SNE (,,t-Distributed Stochastic Neighbor Embedding*) yra vizualizacijos technika,
naudojama dimensijy mazinimui. Skirtingai nuo tiesiniy metody, tokiy kaip PCA, kurie bando
iSlaikyti globalig struktiirg, t-SNE daugiausia démesio skiria lokaliy struktiiry i§saugojimui —
tai reiSkia, kad jis stengiasi iSlaikyti artimiausius taSkus kartu net ir sumazintoje dimensijoje,
tod¢l §i technika puikiai tinka grupiy atskleidimui duomenyse.

Kadangi t-SNE yra netiesinis metodas, sumazinty dimensijy aSys neturi aiskios
interpretacijos pagal pradines savybes. Norint geriau suprasti, kurie pradiniy duomeny
pozymiai gali daryti jtakg t-SNE rezultatams, galima atlikti koreliacijos analiz¢ tarp pradiniy
objekty savybiy ir t-SNE dimensijy. t-SNE metodui buvo parinkti ,,u, ,g%, ,r, ,i“, ,,z°,
,redshift“ pozymiai ir jis taikytas normuotiem pagal ,,min-max* metoda duomenim (nebent
nurodyta kitaip).

Kuriant t-SNE modelius, yra svarbts du pagrindiniai parametrai: ,,perplexity* ir ,,n_iter®.
Toliau pateiktuose grafikuose bus matoma, kokig jtaka grafikams daro skirtingos $iy parametry
reikSmes.

e perplexity* parametras nurodo kiekvieno tasko kaimyny skai¢iy.

e . n_iter” parametras nustato iteracijy skaiciy, per kurias algoritmas optimizuoja tasky
padétis sumazintoje erdvéje.
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3.2.2. Branduoliniy tankiy ir koreliacijy grafikai

Zemiau pateiktas koreliacijy grafikas ir ,,u, ,.g%, ,.r*, ,.i bei ,,z* reikimiy branduolinio
tankio grafikai padés suprasti 3.2.3 punkte apraSomg dimensijy mazinimg t-SNE metodu.

Koreliacija tarp reikSmiy ir t-SNE dimensijy o

-
0.75
o - 0.50
-0.25
8.
,g - 0.00
.Y
=
o - -0.25
N - ~0.50
v -0.75
= 0.47
©
o
- ~1.00

|
t-SNE Dimension 1 t-SNE Dimension 2

t-SNE Dimensijos

3.3 pav. Koreliacija tarp ,,redshift®, ,u“, ,,g“, ,,r, ,,z* reikSmiy ir t-SNE dimensijy.

Koreliacijy grafikas (3.3 pav.) atvaizduoja t-SNE metodu sumazinty dimensijy grafiko asiy ,,t-
SNE Dimension 1” ir ,,t-SNE Dimension 2 koreliacijas su ,,redshift®, ,u“, ,,g*, ,r*, ,i“ ir ,,z*
vertémis.

Sekantys 5 grafikai atvaizduoja normuoty $viesos spektro duomeny histogramas (3.4 pav. — 3.8
pav.). Toliau analizuojant t-SNE dimensijy mazinimo metoda remsimés $iais grafikais.
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Tankis

Tankis

z distribucija pagal klase

2.0 1

1.5 1

1.0 A

0.5 1

Klase

Galaktika (0)
- Kvazaras (1)
— ZvaigZzdé (2)

0.0

2.0

151

1.0 1

0.5 1

0.0

0.0 0.2 0.4 0.6 0.8 1.0
z
3.4 pav. ,,z"“ reik§més distribucija pagal klase.
r distribucija pagal klase
Klase
Galaktika (0)
- Kvazaras (1)
— Zvaigzdeé (2)
0.'0 0.2 0.‘4 0.6 O.’8 1;0
r

3.5 pav. ,,r* reik§més distribucija pagal klase.
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i distribucija pagal klase

2.01

1.5 A1

Tankis

1.0

0.5

Klase

Galaktika (0)
= Kvazaras (1)
— Zvaigzdeé (2)

0.0

1.6 1

144

12

1.0

Tankis

0.6

0.4 4

0.2 1

0.0

2.0

151

Tankis

051

0.0

04'0
i
3.6 pav. ,,i reik§més distribucija pagal klasg.
u distribucija pagal klase
Klase
Galaktika (0)
= Kvazaras (1)
— Zvaigzdeé (2)
ofo ofz 04'4 OYG 0:8 1fo
u
3.7 pav. ,,u”“ reikSmés distribucija pagal klase.
g distribucija pagal klase
Klasé
Galaktika (0)
= Kvazaras (1)
— ZvaigZzde (2)
0.’0 O,‘Z . 04 O.'6 0.8 120

3.8 pav. ,,g" reikSmes distribucija pagal klase.
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3.2.3. t-SNE nenormuoty duomeny grafikas

t-SNE

o Galaktika (0)
Kvazaras (1)

o Zvaigzdeé (2)

t-SNE Dimensija 2

0 2
t-SNE Dimensija 1
3.9 pav. t-SNE metodu 5 dimensijy, sumazinty j 2, grafikas.

Pradiniame t-SNE grafike, kuriame pozymiai nebuvo normuoti (3.9 pav.), yra
matomos dalinai issiskirian¢ios struktiros. Labiausiai iSsiskiria kvazarai, pagrinde turintys
aukStas 2 dimensijos ir zemas 1 dimensijos reikSmes.

Galima pastebéti, kad Siai objekty grupei jtakg daro ,redshift reikSmé. Tai
matosi koreliacijy grafike (3.3 pav.) — 1 dimensija su ,,redshift” reik§me koreliuoja neigiamai
(-0.47), o 2 dimensija koreliuoja teigiamai (0.64). Sie skaiciai stipriai paveikia objekty grupés,
priklausanciy kvazary klasei, pozicija, nes ,,redshift” reikSmeé Sioje kategorijoje yra iSsidésciusi
plac¢iame intervale — didzioji dalis reikSmiy yra nuo O iki 0.4, 0 mazyté dalis reikSmiy siekia
0.7 (2.3 pav.).

Taip pat galima pastebéti platy objekty, priklausanciy zvaigzdziy klasei (2
kategorija legendoje), issidéestyma abicjose dimensijose. Zvelgiant j distribucijy pagal klase
grafikus (3.4 pav. — 3.8 pav.) matosi, jog zvaigzdziy ,,u”, ,,g“, ,r*, i ir ,,z* spektrai yra
iSsidéste placiausiai — [0.3; 1], [0.3, 1], [0.3; 0.8], [0.1; 0.5] ir [0.2; 0.7] intervaluose
atitinkamai, tai gali paaiskinti tokj platy grupiy formavimasi 1 dimensijoje.
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3.2.4. ,,n_iter* ir ,,perplexity“. Normuoty duomeny rezultatai

Zemiau pateikti grafikai rodo t-SNE algoritmo vizualizacijas su skirtingomis parametro
,n_iter reikimémis. Sis parametras rodo atlickamy iteracijy kiekj. Galima pastebéti, kad
didesnis iteracijy kiekis labiau atskiria objekty grupes. Tai matoma zemiau pateiktuose
grafikuose — kai ,,n_iter* reik§mé lygi 250, grafike (3.10 pav.) matomi didesni atstumai tarp
objekty ir didesnis objekty grupiy persidengimas, kai ,,n_iter* reiksmé lygi 750 (3.11 pav.),
objekty klasés yra labiau grupuotos. Atitinkamai dar didesné ,,n_iter” reik§mé lygi 2250 (3.12
pav.) objekty klases grupuoja dar labiau, nors skirtumas nebéra toks didelis. Taigi, didesnés
,N_iter parametro reik§més labiau atskirs objektus j skirtingas grupes.

t-SNE su n_iter=250

® Galaktika (0)
® Kvazaras (1)
Zvaigzde (2)

(]
1

t-SNE Dimensija 2
|

-2

0 2
t-SNE Dimensija 1

3.10 pav. Dimensijy mazinimas t-SNE metodu. ,,n_iter* reik§mé 250.
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t-SNE Dimensija 2

t-SNE Dimensija 2

t-SNE su n_iter=750

N
o
1

o
L

|
N
o

!

® Galaktika (0)
® Kvazaras (1)

o Zvaigzde (2)

20 40 60

0
t-SNE Dimensija 1
3.11 pav. Dimensijy mazinimas t-SNE metodu. ,,n_iter reikSme 750.

t-SNE su n_iter=2250

60 -

N
o
!

o
!

|
N
o

!

—40 -

—60 -

PY ® Galaktika (0)
® Kvazaras (1)
o Zvaigzde (2)

T T

25 50 75 100

0
t-SNE Dimensija 1

-50 -25
3.12 pav. Dimensijy mazinimas t-SNE metodu. ,,n_iter” reik§mé 2250.
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Zemiau pateikti grafikai rodo t-SNE algoritmo vizualizacijas su skirtingomis parametro
perplexity” reikimémis. Sis parametras yra itin svarbus t-SNE, nes jis nurodo objekty
artimiausiy kaimyny kiekj, j kurj algoritmas turéty atsizvelgti, siekiant nustatyti objekty
panasumus. Mazesné ,,perplexity” reikSmé orientuojasi j lokalia duomeny struktiirg, todél
labiau iSrySkina smulkesnes, vietines objekty grupes (3.13 pav.). Tuo tarpu didesnés
,perplexity reik§més, lygios 30 (3.14 pav.) ir 90 (3.15 pav.), leidzia algoritmui atsizvelgti j
platesnj konteksta, jtraukiant ir tolimesnius taSkus. Tokiu biidu gaunama vizualizacija su labiau
apjungtomis objekty grupémis, kurios atspindi bendresnj duomeny modelj.

Taigi, ,,perplexity” parametras turi didel¢ jtaka galutinei vizualizacijai — mazesnés
reikSmes atsizvelgia ] vietines struktiiras, o didesnés apjungia atsizvelgia j Siek tiek platesnes
struktiiras.

t-SNE su perplexity=10

® @ @ Galaktika (0)
® Kvazaras (1)
Zvaigzde (2)

N
1

t-SNE Dimensija 2
|

_4-

-4 = ] - 6 8

0 2
t-SNE Dimensija 1

3.13 pav. Dimensijy mazinimas t-SNE metodu. ,,perplexity reiksmé 10.
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t-SNE Dimensija 2

t-SNE Dimensija 2

t-SNE su perplexity=30

o
1

|
-
L

-2 1

® Galaktika (0)
® Kvazaras (1)
o Zvaigzdé (2)

-

: 0 2
t-SNE Dimensija 1
3.14 pav. Dimensijy mazinimas t-SNE metodu. ,,perplexity* reik§me 30.

t-SNE su perplexity=90

-

1.0 4

o
w
L

o
o
L

é

-1.0 A

® Galaktika (0)
® Kvazaras (1)
o Zvaigzde (2)

B

N A
w

0 1
t-SNE Dimensija 1

3.15 pav. Dimensijy mazinimas t-SNE metodu. ,,perplexity reik§mé 90.
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3.2.5. t-SNE ISvados

Skirtingos duomeny klasés (galaktikos, kvazarai, Zzvaigzdés) atsiskiria t-SNE
vizualizacijoje. Nors objekty, priklausanciy galaktiky ir zvaigzdziy klaséms, grupés vietomis
persidengia, galime gana aiskiai atskirti kvazary klasés objekty grupe.

t-SNE parametry ,,n iter* ir ,,perplexity* keitimas daro didele jtaka vizualizacijos
rezultatams. Grafikuose matoma, kad didesné ,,n_iter” reikSmé suteikia daugiau iteracijy,
leidzian¢iy algoritmui stabiliau optimizuoti taSky pozicijas, kas lemia aiSkesnj grupiy
iSsidéstyma. ,,Perplexity* keitimas leidzia reguliuoti, kiek algoritmas atsizvelgia j vietines
struktiiras (mazesnis ,,perplexity*) arba Siek tiek platesnes struktiiras (didesnis ,,perplexity®),
taciau t-SNE metodas i§ esmés yra labiau orientuotas j vietiniy strukttiry iSrySkinima.

Geriausiai objektus sugrupuojancio t-SNE metodo parametrai yra, kai ,,perplexity* lygus
90, o kiti parametrai nekei¢iami. Taciau dalis antros ir pirmos klasés grupiy persidengia, tad
nerekomenduojama naudotis vien §iuo metodu.
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3.3. UMAP metodas

3.3.1. Aprasymas

UMAP (,,Uniform Manifold Approximation and Projection*) yra vizualizacijos technika,
naudojama dimensijy mazinimui, ypac efektyvi grupiy atskleidimui duomenyse. PanaSiai kaip
t-SNE, UMAP yra netiesinis metodas, kuris daugiausia démesio skiria lokaliy struktiiry
iSsaugojimui. UMAP taip pat atsizvelgia j globalig struktiira, todél jis gali iSsaugoti daugiau
informacijos apie bendrag duomeny pasiskirstyma lyginant su t-SNE metodu, tuo paciu
efektyviai vizualizacijoje rodant grupes.

Kadangi UMAP yra netiesinis metodas, norint geriau suprasti, kurie pradiniy duomeny
bruozai gali daryti jtakg UMAP rezultatams, galima atlikti koreliacijos analize tarp pradiniy
objekty savybiy ir UMAP dimensijy.

Kuriant UMAP modelius i$skiriami trys pagrindiniai parametrai: ,,n_neighbors®,
,»min_dist” ir ,,metric”. Toliau pateiktuose grafikuose matysime kokig jtaka grafikui daro
skirtingos ,,n_neighbors®, ,min_dist* ir ,,metric* reikSmés.

e _n_neighbors* parametras nurodo, kick artimiausiy kaimyny yra laikoma kiekvieno

tasko vietinés struktiiros apibrézimui auks$tesnéje dimensijoje.

e . min_dist“ parametras nustato minimalig leisting atstumg tarp taSky sumazintoje
dimensijoje. ,,min_dist“ kontroliuoja, kaip glaudziai ar laisvai iSdéstyti taskai.

e . metric* parametras nurodo funkcijg, kurig UMAP metodas naudoja skaic¢iuodamas
atstumus tarp tasky aukstos dimensijos erdveje. Tai turi jtakos tam, kaip algoritmas
supranta tasky panasumus ir formuoja vieting bei globalig struktiirg.

UMAP metodas buvo taikytas normuotiem pagal ,,Z-score* duomenims ir pasirinkti ,,u®, ,,g,

(13 J6¢ (13

W 1, .z, L redshift pozymiai. Grafikai sugrupuoti po tris j tris dalis: kai ,,min_dist*
parametras lygus 0 (3.3.2.), kai ,,min_dist* parametras lygus 0,5 (3.3.3.) ir kai ,,min_dist*
parametras lygus 1 (3.3.1.). Kiekvienas i§ grafiky su skirtingu ,,min_dist* parametru, turi

,n_neighbors parametrg: 5, 15 ir 50.
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3.3.2. Grafikai, kai ,,min_dist“ verté lygi 0

n_neighbors = 5, min_dist = 0.0

Klases
-
@ (0) GALAKTIKA ﬁ‘&. ¥ g
@ (1) KVAZARAS

154 @ (2) ZVAIGZDE S

¥

10 A

. ! ‘t
5 & &‘3. }
\

UMAP 2

: LTt
5% {
»
_5 R
-5 0 5 10 15 20
UMAP 1

3.16 pav. Dimensijy mazinimas UMAP metodu. ,,min_dist“ verté 0, n_neighbors vertés keitimas.

n_neighbors = 15, min_dist = 0.0

10
Klasées

= o
N
Yo ‘X? .4.
AN ";? ’}t g!
D A

g

_4_

3

UMAP 2

-5 0 5 10 15 20
UMAP 1

3.17 pav. Dimensijy mazinimas UMAP metodu. ,,min_dist* verté 0, n_neighbors vertés keitimas.
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n_neighbors = 50, min_dist = 0.0

Klases
® (0) GALAKTIKA
@® (1) KVAZARAS
® (2) ZVAIGZDE

UMAP 2

2 j“r y

’ .
A -i-w"

s 0 5 10 15
3.18 pav. Dimensijy mazinimas UMAP metodu. ,,min_dist“ verté 0, n_neighbors vertés keitimas.

3.3.3. Grafikai, kai ,,min_dist“ verté lygi 0.5

n_neighbors = 5, min_dist = 0.5

Klases
@® (0) GALAKTIKA "
@ (1) KVAZARAS
1541 @ (2) ZVAIGZDE

10 A © ’ -
{" ..o’ 8““0. “

UMAP 2
o

%

3‘

_5-

3.19 pav. Dimensijy mazinimas UMAP metodu. ,,min_dist* verté 0.5, ,,n_neighbors* vertés keitimas.
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n_neighbors = 15, min_dist = 0.5

Klases
1001 @ (0) GALAKTIKA
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3 “
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0.0 ‘.'%
bl X
o a%t @
R e
-2.5 ".
X
ocobea
-5.0 - ‘% i

10

3.20 pav. Dimensijy mazinimas UMAP metodu. ,,min_dist“ verté 0.5, ,,n_neighbors* vertés keitimas.

n_neighbors = 50, min_dist = 0.5

15

10 1 3 °® Soef®,
o
8 1 “ ° ] *VPe
Lt g
6 - :‘{.‘" ‘g"}? o
% 4 *, .&

Klasées
@ (0) GALAKTIKA
@ (1) KVAZARAS
@® (2) ZVAIGZDE

3.21 pav. Dimensijy mazinimas UMAP metodu. ,,min_dist* verté 0.5, ,,n_neighbors* vertés keitimas.
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3.3.4. Grafikai, kai ,,min_dist“ verté lygi 1

n_neighbors = 5, min_dist = 1

25 1 :
Klasés
@ (0) GALAKTIKA
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20 1 ® (2) ZVAIGZDE
.
L J
e
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2 5 , v o
§ .
:" L i’
o e 17
.::?.
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—10 L L T T "y T T T
-10 -5 0 5 10 15 20 25
UMAP 1

3.22 pav. Dimensijy mazinimas UMAP metodu. ,,min_dist* verté 1, n_neighbors vertés

keitimas.
; n_neighbors = 15, min_dist = 1
1
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3.23 pav. Dimensijy mazinimas UMAP metodu. ,,min_dist* verté 1, n_neighbors vertés

keitimas.
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n_neighbors = 50, min_dist = 1

Klases
@® (0) GALAKTIKA
12.5
@® (1) KVAZARAS
@® (2) ZVAIGZDE
10.0
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o
<
=
D 25
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_25 -
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UMAP 1

3.24 pav. Dimensijy mazinimas UMAP metodu. ,,min_dist“ verté 1, n_neighbors vertés keitimas.

Siuose grafikuose aikiai matosi grafiky pokytis keiGiantis ,,n_neighbors® ir ,,min_dist*
parametrams.

Ryskiausi ,,n_neighbors® parametro pokyc¢io rezultatai matosi, kai ,,min_dist* parametras
lygus 0 (3.3.2. dalis). Mazesnés ,,n_neighbors* vertés (3.16 pav.) orientuojasi j lokalig struktiirg
ir visus objektus sutraukia j mazesnes grupes. Didesnés ,,n_neighbors* vertés (3.17 pav. ir 3.18
pav.) apima daugiau objekty, daugiau démesio skiriama globaliam duomeny struktiros
vaizdui, iSryskinamos platesnés grupés ir globali struktira.

Parametro ,,min_dist* ver¢iy skirtumus galime matyti visuose poskyriuose (3.3.2, 3.3.3
ir 3.3.4 poskyriai), atitinkamuose ,,n neighbors“ pokyéiy grafikuose. Sis parametras
reguliuoja, kaip glaudziai yra isidéste objektai. Sio parametro jtaka iskarto pastebime tarp 3.16
pav. ir 3.19 pav. — abiejuose grafikuose parametras n_neighbors islieka tas pats (lygus nuliui),
taciau min_dist verté pasikeicia i§ 0 j 0.5, ir atstumas tarp visy objekty tampa akivaizdziai
didesnis. Mazesné ,,min_dist* verté (3.16 pav.) leidzia taskams sumazintoje dimensijoje biti
arti vienas kito, todél susidaro kompaktiskesnés grupés ir atvaizduojama lokali struktira.
Didesné¢ min_dist verté (3.19 pav.) leidzia taskams biti toliau vienas nuo kito sumazintoje
dimensijoje, todél vizualizacijoje matomi didesni tarpai tarp tasky. Tai vélgi atvaizduoja
globalesne struktiirg.
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3.3.5. Parametras ,,metric*

Grafikas, kuriame yra sglyginai maziausiai persidengimy tarp skirtingy klasiy, turi
parametrus — ,,n_neighbors* reiksmé lygi 15 ir ,,min_dist* reik§mé lygi 1 (3.23 pav.). Toliau
bus bandoma dar labiau sumazinti grupiy pagal klases persidengimg, naudojant metric
parametra.

Parametro ,,metric* reikimé yra atstumo funkcija. Cia buvo naudojamos ,.euclidean®,
,manhattan®, ,,cosine‘ ir ,,correlation‘ metriky reikSmeés.

e euclidean* metrika skaiciuoja tiesioginj geometrinj atstumg tarp tasky;

e _manhattan“ metrika skaiCiuoja atstumg pagal ,,miesto kvartalo® principa, kur
atstumai matuojami tik horizontaliai ir vertikaliai;

,,cosine metrika vertina kampinj panaSumga tarp taSky, orientuojantis j jy vektoriy krypti, o ne
atstuma tarp jy. Nors §i metrika dazniausiai taikoma analizuojant tekstinius dokumentus, taciau
ji taip pat pasitarnavo ir miisy analizei, padédama geriau atskirti grupes;

e correlation” metrika matuoja, kiek dvi savybeés yra tarpusavyje priklausomos, t.y.
koreliuoja, o ne kiek jos yra nutolusios viena nuo kitos. Jei savybés didéja ar mazéja
panasiai, ,,correlation® metrika parodys stipresnj panaSuma tarp ty tasky, net jei jy
tikrosios vertés yra skirtingos;

metric = euclidean n_neighbors = 15, min_dist = 1

15 A Klases
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3.25 pav. Dimensijy mazinimas UMAP metodu. ,,metric* parametras lygus ,,euclidean®.
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UMAP 2

UMAP 2
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3.26 pav. Dimensijy mazinimas UMAP metodu. ,,metric* parametras lygus ,,manhattan.
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_5_

metric = manhattan n_neighbors = 15, min_dist = 1
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metric = cosine n_neighbors = 15, min_dist = 1
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3.27 pav. Dimensijy mazinimas UMAP metodu. ,,metric* parametras lygus ,,cosine®.
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metric = correlation n_neighbors = 15, min_dist = 1
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3.28 pav. Dimensijy mazinimas UMAP metodu. ,,metric* parametras lygus ,,correlation®.

Galime aiskiai pastebéti, kad grafikuose, kai atstumai skai¢iuojami naudojant
,correlation® ir ,,cosine metrikas, objekty grupés tsiskiria daug labiau negu naudojant
numatytaja ,.euclidean metrika. Pozymiy jtakg galime daugmaz jvertinti atlikus koreliacijos
analiz¢ tarp pradiniy objekty savybiy ir UMAP dimensijy. Verta atkreipti démesj, kad
kiekvieng kartg skaiCiuojant koreliacijas gausime Siek tiek skirtingus rezultatus, taciau galime
pastebéti bendras tendencijas.

Pirmame grafike (3.29 pav.) matome UMAP modelio koreliacijas, kai parametro
,_neighbor® reikSme lygi 15, ,,min_dist“ reik§me lygi 1 ir ,,metric* reik§mé lygi ,,euclidean®,
o antrame grafike (3.30 pav.) koreliacijas, kai ,,n_neighbor* ir ,,min_dist* reikSmés tokios
pacios, tik ,,metric skiriasi — ji lygi ,,cosine®“. Matoma, kad aktualiausi parametrai naudojant
,euclidean® metrikg yra ,,r*, ,,i“ ir ,,z* (vertés tick UMAP 1, tieck UMAP 2 asyje koreliuoja
neigiamai, apie -0.5). O naudojant ,,cosine” metrikg aktualiausi parametrai yra ,,i“, ,,z“ ir
Hredshift”, kuria teigiamai koreliuoja UMAP 1 aSyje apie 0.5, ir neigiamai koreliuojantys

UMAP 2 asyje (apie -0.5) “u”, ,,g“ ir ,,redshift*.
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n_neighbors=15, min_dist=1, metric=euclidean

<Axes: »

-0.20
-0.25
o
- -0.30
- -0.35
- - —0.40
-0.45
~N
& -0.50
g - -0.33 -0.37
e -0.55
I L]
UMAP1 UMAP2

3.29 pav. UMAP gauto grafiko ,,euclidean* metrika asiy ir ,,redshift”, ,,u®, ,,g*, ,r*, ,,i*, ,,z* reik§Smiy
koreliacijos.

n_neighbors=15, min_dist=1, metric=cosine

<hxes: >

-0.0

z

redshift

UMAP1 UMAP2

3.30 pav. UMAP gauto grafiko ,,cosine* metrika asiy ir ,,redshift®, ,u*, ,,g“, ,r, ,i“, ,,z* reikSmiy
koreliacijos.
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3.3.6. UMAP ISvados

Skirtingos duomeny klasés — galaktikos, kvazarai ir Zvaigzdés — aiskiausiai atsiskiria
UMAP vizualizacijoje kai yra Sios parametry reik§més: ,,n neighbor” reik§mé lygi 15,
,min_dist* reikSmé lygi 1 ir ,,metric* reikSmé lygi ,,cosine* arba ,,correlation.

UMAP metodas yra veiksmingas dimensijy mazinimo metodas, kurj galime pritaikyti
kei¢iant ,,n_neighbors®, ,min_dist* ir ,,metric* parametrus. UMAP metodo vizualizacijos
rezultatuose matoma, kad didesnés parametry ,,n_neighbors® ir ,,min_dist* reikSmés lemia
grafikg su didesniais atstumais tarp tasky — maziau atskirtos objekty grupés, o mazesnés
reikSmés iSrySkina vietines struktiiras. Be to, ,,metric* parametro pasirinkimas nusako metrika,
kurig UMAP naudoja skaiciuojant atstumus tarp objekty, 0 tai daro jtakg objekty grupavimuisi.
Metrika ,,cosine” yra naudingesné analizuojant duomenis, kuriuose svarbu islaikyti savybiy
proporcinius santykius ir priklausomumus, o ne absoliucius dydZzius. Tai buvo pastebéta ir
tankio grafikuose (3.4 pav. — 3.8 pav.), kur ,,z*, ,,i, ,,r, ,,g“, ,,u“ pozymiy tankio pasiskirstymas
tarp klasiy buvo panasus, t. y. jy proporciniai santykiai buvo panasus.

4. ISVADOS

Atliekant duomeny analiz¢ naudojant PCA, t-SNE ir UMAP metodus, pastebéjome, kad
kiekvienas i$ jy turi savo stiprigsias ir silpngsias puses. PCA metodas efektyviai sumazina
dimensijy skaiCiy ir paaiSkina didel¢ duomeny dispersija, taCiau gali praleisti svarbius
pozymius, tokius kaip ,,redshift, kurie néra gerai atspindéti pagrindinése komponentése.

t-SNE ir UMAP metodai geriau iSrySkina duomeny struktirg ir grupes, leidZiancias
aiskiau atskirti skirtingas klases — galaktikas, kvazarus ir zvaigzdes. Taciau Siy UMAP ir t-
SNE dimensijy reikSmeés neturi konkre€ios prasmés, todél sunku interpretuoti kaip konkrets
pozymiai jtakoja galuting struktiirg. Jy rezultatai stipriai priklauso nuo metody parametry, tokiy
kaip ,,perplexity* ir ,,n_iter* (t-SNE), bei ,,n_neighbors®, ,,min_dist* ir ,,metric* (UMAP). ,.t-
SNE* metodas prastai iSlaiko globalig struktiira, todél j; naudingiau taikyti ieSkant lokaliy
strukttiry. Misy atveju, informatyviausias metodas, kuriame aiskiausiai atskiriamos grupés yra
UMAP su parametrais ,,n_neighbor* reik§mé lygi 15, ,min_dist* reiksmé lygi 1 ir ,,metric*
reikSme lygi ,,cosine arba ,,correlation”. PCA metodo naudoti nerekomenduojama su Sia
duomeny aibe.

Apibendrinant, norint efektyviai analizuoti aukstos dimensijos duomenis ir aptikti bei
atvaizduoti atsiskirianéias grupes, verta naudoti kelis dimensijy mazinimo metodus. Tai leidzia
gauti i§samesn] supratimg apie duomeny struktiirg ir uztikrina, kad svarbi informacija nebiity
prarasta dél konkretaus metodo apribojimy. Be to, parametry ir metriky pasirinkimas turi biti
kruopsciai apsvarstytas, siekiant iSlaikyti svarbias savybiy proporcijas ir priklausomybes
duomenyse.
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5. SALTINIAI

e https://umap-learn.readthedocs.io/en/latest/parameters.html

e https://www.analyticsvidhya.com/blog/2018/08/dimensionality-reduction-
techniques-python/

e https://pandas.pydata.org/docs/

e https://www.kaggle.com/datasets/fedesoriano/stellar-classification-dataset-sdss17
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6. KODAS

import
import

as
as

# libraries for easier visualisation
matplotlib pyplot plt
matplotlib colors mcolors
seaborn sns

# libraries for dimensionality reduction

scipy stats stats
sklearn manifold
sklearn decomposition PCA
sklearn decomposition TruncatedSVD
import

# setting options
'display.max columns'
{:f}

set option format
"star classification.csv"
df orig
describe
0 -
df orig df orig
'run ID'
'rerun ID'
# ## Data Cleaning
# ### Removing not needed columns
'obj ID'

'alpha' 'delta’

# ### Outlier Removing

# IQR nustatyti atsiskyréliuy ribas
def detect outliers iqgr

.quantile ( )
.quantile( )

= + *
outliers data
outliers

data
upper bound

lower bound
lower bound
igr outliers

lower bound upper bound

column df orig
f"IQR lower bound for

f"IQR upper bound for

' e |
' e o

# panaikinti ekstremaliuy atsiskyréliuy viena eilute,

[( [t ' ' ’ '
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'spec_obj ID'

'rerun ID' 'MJD'

upper bound

df orig

columns

kurioje reikSmes yra -9999

1] - ) - ( )]



describe

### Encoding labels

(L

ror 21 )
# ### Choosing random 1000 objects from each class
groupby apply lambda
sample reset index
#

##4# Normalization

# kiti masyvai nebuvo normalizuoti,

nes jie buvo pavadinimai,
kategorijos ar ID

kampo laipsniai,
'redshift' 'u' 'gV 'r' 'il VZ'

= . ()

dfminmax df

col normalization cols

[ ] ( [ ] [
#min-max normalization
dfminmax col

dfminmax col

= 1. 0) [

dfminmax col dfminmax col

dfminmax col
describe
describe

dfminmax

# ## Visualisation
# ### PCA
'ul lgl

n_components
pca

'r' Vil
pca

pca_result

'z! 'redshift'

df feature cols values

'principal component 1'°'
'principal component 2'

# Explained variability per principal component
pca explained variance ratio
figure
(

fontsize
fontsize

fontsize

’ = )

"Principiniy komponenciy analizé"

(

target color

targets colors
indicesToKeep df

target
'principal component 1'
' . [
)

]r -

# Fit PCA

pca df feature cols

# create df for showing loadings
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loadings_df pca components = columns feature cols index

loadings_df

# ### TSNE
matplotlib pyplot plt
sklearn manifold
import as
n iter
fig ax figsize constrained layout
"Galaktika (0)" "Kvazaras (1)" "ZvaigZdé (2)"
tsne n_components n iter n iter random state
tsne data tsne df feature cols wvalues
class value label class labels
class mask df class value
ax tsne data class mask tsne data class mask label label
alpha
ax fontsize
't-SNE Dimensija 1'
't-SNE Dimensija 2'
ax loc fontsize

# Show the plot
0

't-SNE Dimension 1'
't-SNE Dimension 2'

u' 'g' 'r' i 'z! 'redshift' 't-SNE Dimension 1'
SNE Dimension 2'
correlation with tsne correlation matrix
iloc
( =7, 0))
correlation with tsne annot cmap vmin vmax

"Koreliacija tarp reikSmiy ir t-SNE dimensijuy"
"t-SNE Dimensijos"
"ReikSmes"

0
# ##### n iter increase
initial n iter
doublings

fig axes doublings figsize doublings
constrained layout

"Galaktika (0)" "Kvazaras (1)" "Zvaigidé (2)"
= .cm.viridis ([ , ’ 1
( + 1)
n _iter initial n iter i
tsne n_components n iter n iter random state
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tsne data tsne
ax axes 1 doublings
class value color label

df
tsne data class mask

class mask
ax

label label alpha
.set _title(f {
.set xlabel ( ,
.set ylabel ( ’
.legend( = )

()
# ##### perplexity increase

initial perp

df feature cols
axes

values

colors
class value
tsne data class mask

class labels

color color

random state

doublings
fig axes doublings figsize doublings
constrained layout
"Galaktika (0)" "Kvazaras (1)" "ZvaigZzde (2)"
= .cm.viridis ([ ' ' 1)
( + )
= * ( * K )
tsne n_components n iter perplexity perp
tsne data tsne df feature cols values
ax axes 1 doublings axes
class value color label colors. class labels
class mask daf class value

ax
label label

tsne data class mask
alpha

f"t-SNE su perplexity={
.set xlabel ( ,
.set_ylabel ( '
.legend( = )

0)
# ### UMAP

LE LA

min dist

lul Vgl lrl
n_neighbors

data df

= . (

n neighbors n neighbors

min dist min dist

n_components n_components

metric metric

def
title

fit

= [ ’ r ]
'GALAKTIKA'
mcolors ListedColormap

’ = . (
= . ([,

title fontsize

= ’
1, L=,

're

df feature cols

'KVAZARAS'

1,
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tsne data class mask

}H

dshift'

n_components metric

'"ZVAIGZDE'

color color



legend handles marker color

markerfacecolor colors i markersize
( ( )) ]
legend handles £ ({1}) {label} i label
class labels title
()
X df dfminmax. dfn
(o ’ ) :
n neighbors n metric title

{} n data x

# for each of min distances 0, 0.5 and 1 take n neighbors 5, 15 and 50 and draw umap
graphs

(o ’ )t
n neighbors n min dist d title {}
{} n d data dfn

'manhattan' 'euclidean' 'cosine' 'correlation'
n _neighbors min dist metric metric s title {}
metric s data dfn

# Define UMAP model and get the embeddings
umap_model n_neighbors min_ dist n_components metric
umap embedding umap model df feature cols

# DataFrame for the UMAP results and feature columns
umap_ df umap embedding. columns
features df df feature cols

# Correlations between each feature and the UMAP axes
correlations features df umap df name
correlations features df umap df

"n neighbors=15, min dist=1, metric=cosine"
correlations. annot cmap

# Define UMAP model and get the embeddings
umap model n_neighbors min dist n_components metric
umap_embedding umap model df feature cols

# DataFrame for the UMAP results and feature columns

umap_df umap embedding.  columns

features df df feature cols

# Correlations between each feature and the UMAP axes

correlations features df umap df name

correlations features df umap_ df

"n neighbors=15, min dist=1, metric=euclidean"
correlations. annot cmap

# ### histograms, box plots

( =(2 )

data dfminmax. x hue bins kde
palette
"Redshift distribucija pagal klase"
"Redshift"
"DazZnis"
"Klase" "Galaktika (0)" "Kvazaras (1)" "ZvaigiZzdée (2)"
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u lg‘ lrl lil VZI
n_rows features
fig axes n_rows figsize n_rows
i feature features
data dfminmax  x feature hue palette
fill linewidth

£y } distribucija pagal klase"
.set xlabel( , =0)

[ ].set ylabel( , =10)
"Klase" "Galaktika (0)" "Kvazaras (1)" "Zvaigidé
(2)" "upper right"
0)
( =0, 0))
'u' 'g' 'z' 'r' 'i' 'redshift' 'skyblue'
"Staciakampé diagrama, pabrézianti 'u', 'g', ir 'z' atsiskyrélius"
"ReikSme"
0)
# Create a separate figure for histograms
’ = . (“ ’ =( ’ ))
# List of columns to plot histograms for
lul lgl VZI lri Vi' lredshiftl
# Generate histograms for each column
i col columns
. ( [ 1/ = ’ = [//I 31, = ’ = )
[ //°, % ].set_title(f"'{ } , =_1)
[ //°, %].set xlabel( , =18)
L //°, % ].set_ylabel( , =10)
tight layout
0)
max redshift per class df orig

"Maximum redshift value per class: n"

# Plot a histogram or boxplot to visualize the redshift distribution

'class' 'redshift'
"'redshift' distribucija pagal klase"
"Klasé (0 = galaktika, 1 = kvazaras, 2 = Zvaigzdé)"
"'Redshift'"
"linear"

0
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